
ISSN 2159-9610
July 2016

Volume 60, No. 3

&

More Than a Name: A Content Analysis of Name 
Authority Records for Authors Who  

Self-Identify as Trans 
Kelly J. Thompson

Survey of Classification and Organization  
of Videorecordings

Barbara J. Bergman, Jessica Schomberg,  
and Dorie Kurtz 

Literature of Acquisitions in Review, 2012–13
Angela Dresselhaus 

Customizing an Open Source Discovery Layer at 
East Carolina University Libraries: The Cataloger’s 

Role in Developing a Replacement for a  
Traditional Online Catalog 

Marlena Barber, Christopher Holden,  
and Janet L. Mayo 

Leveraging Author-Supplied Metadata, OAI-PMH, 
and XSLT to Catalog ETDs: A Case Study at a  

Large Research Library 
Ken Robinson, Jeff Edmunds,  

and Stephen C. Mattes 

Electronic Outages: What Broke,  
Who Broke It, and How to Track It 

Jennifer Wright 

The Association for Library Collections & Technical Services 60 ❘ 3

Library Resources 
Technical Services





Library Resources
Technical Services
ISSN 2159-9610 July 2016 Volume 60, No. 3

&

Association for Library Collections & Technical Services (ALCTS)
Visit LRTS online at www.ala.org/alcts/lrts.
For current news and reports on ALCTS activities, see the ALCTS News at www.ala.org/alctsnews. 

Library Resources & Technical Services, journals.ala 
.org/lrts (ISSN 2159-9610) is published quarterly 
by the American Library Association, 50 E. Huron 
St., Chicago, IL 60611. It is the official publication 
of the Association for Library Collections & Tech-
nical Services, a division of the American Library 
Association, and provided as a benefit to members. 
Subscription price to nonmembers $100. Individual 
articles can be purchased for $15. Business Manag-
er: Keri Cascio, Executive Director, Association for 
Library Collections & Technical Services, a division 
of the American Library Association. Submit manu-
scripts using the online system: www.editorialman 
ager.com/lrts. Mary Beth Weber, Editor, Library 
Resources & Technical Services; e-mail: mbfecko@
rulmail.rutgers.edu. Advertising: ALCTS, 50 E. 
Huron St., Chicago, IL 60611; 312-280-5038; fax: 
312-280-5033; alcts@ala.org. ALA Production 
Services: Chris Keech, Tim Clifford, and Lauren 
Ehle. Members may update contact information 
online by logging in to the ALA website (www.ala 
.org) or by contacting the ALA Member and Cus-
tomer Services Department—Library Resources 
& Technical Services, 50 E. Huron St., Chicago, IL 
60611; 1-800-545-2433. Nonmember subscribers: 
Subscriptions, orders, changes of address, and in-
quiries should be sent to Library Resources & Tech-
nical Services, Subscription Department, American 
Library Association, 50 E. Huron St., Chicago, IL 
60611; 1-800-545-2433; fax: (312) 944-2641; sub-
scriptions@ala.org.

Library Resources & Technical Services is indexed 
in Library Literature, Library & Information Sci-
ence Abstracts, Current Index to Journals in Edu-
cation, Science Citation Index, and Information Sci-
ence Abstracts. Contents are listed in CALL (Cur-
rent American—Library Literature). Its reviews 
are included in Book Review Digest, Book Review 
Index, and Review of Reviews.

Instructions for authors appear on the Library Re-
sources & Technical Services webpage at www.ala 
.org/alcts/resources/lrts. Copies of books for review 
should be addressed to Elyssa M. Gould, University 
of Michigan Law Library, 801 Monroe St, Ann Ar-
bor, MI 48109; e-mail: lrtsbookreviews@lists.ala.org.

©2016 American Library Association

All materials in this journal subject to copyright by 
the American Library Association may be photo-
copied for the noncommercial purpose of scientific 
or educational advancement granted by Sections 
107 and 108 of the Copyright Revision Act of 1976. 
For other reprinting, photocopying, or translating, 
address requests to the ALA Office of Rights and 
Permissions, 50 E. Huron St., Chicago, IL 60611.

Publication in Library Resources & Technical Ser-
vices does not imply official endorsement by the 
Association for Library Collections & Technical 
Services nor by ALA, and the assumption of edito-
rial responsibility is not to be construed as endorse-
ment of the opinions expressed by the editor or 
individual contributors.

Association for Library Collections & Technical 
Services (ALCTS)

For current news and reports on ALCTS activities, 
see the ALCTS News at www.ala.org/alctsnews.

LRTS was available in print (ISSN 0024-2527) 
from 1957 through 2014. Single print issues from 
volume 38 through volume 58 can be purchased 
for $30 each. Contact alcts@ala.org with purchase 
requests.

Editorial 138

FEATURES

More Than a Name 140
A Content Analysis of Name Authority Records for Authors Who  
Self-Identify as Trans
Kelly J. Thompson

Survey of Classification and Organization of  
Videorecordings 156
Barbara J. Bergman, Jessica Schomberg, and Dorie Kurtz

Literature of Acquisitions in Review, 2012–13 169
Angela Dresselhaus 

NOTES ON OPERATIONS 

Customizing an Open Source Discovery Layer at  
East Carolina University Libraries 182
The Cataloger’s Role in Developing a Replacement for a  
Traditional Online Catalog
Marlena Barber, Christopher Holden, and Janet L. Mayo

Leveraging Author-Supplied Metadata, OAI-PMH,  
and XSLT to Catalog ETDs 191
A Case Study at a Large Research Library
Ken Robinson, Jeff Edmunds, and Stephen C. Mattes

Electronic Outages 204
What Broke, Who Broke It, and How to Track It
Jennifer Wright 

Book Reviews 214

Cover image: Reproduced with the permission of Marcia Brown. Working drawing for 
Tamarindo! (1960) title page. Pen and ink, colored pencil (vermillion, ochre, cobalt blue, 
charcoal). M.E. Grenander Department of Special Collections and Archives. University at 
Albany, SUNY.

http://www.ala.org/alcts/lrts
http://www.ala.org/alctsnews
http://www.editorialmanager.com/lrts
http://www.editorialmanager.com/lrts
mailto:mbfecko%40rulmail.rutgers.edu?subject=
mailto:mbfecko%40rulmail.rutgers.edu?subject=
mailto:alcts%40ala.org?subject=
http://www.ala.org
http://www.ala.org
mailto:subscriptions%40ala.org?subject=
mailto:subscriptions%40ala.org?subject=
http://www.ala.org/alcts/resources/lrts
http://www.ala.org/alcts/resources/lrts
http://www.ala.org/alctsnews


138 LRTS 60(3)  

EDITORIAL BOARD

Editor and Chair 
Mary Beth Weber, Rutgers University

Members

Julian Everett Allgood, New York 
University

Jennifer Bazeley, Miami University

Christopher J. Cronin, University of 
Chicago

Nadine P. Ellero, Auburn University

Lisa B. German, University of 
Houston

Sylvia Hall-Ellis, Colorado 
Community College System

Karen E. Kiorpes, State University of 
New York-Albany

Forrest Link, College of New Jersey

Carol Ou, University of Nevada,  
Las Vegas

Brian A. Quinn, Texas Tech 
University

Lori Robare, University of Oregon

Chelcie Rowell, Wake Forest 
University

Michele Seikel, Oklahoma State 
University, Stillwater

Mary Van Ullen, State University of 
New York-Albany

Sherry Vellucci, University of New 
Hampshire

Virginia Kay Williams, Texas State 
University

Oksana Zavalina, University of North 
Texas

Ex-Officio Members

Elyssa M. Gould,  
Book Review Editor, LRTS 

Rebecca Mugridge,  
State University at Albany  
Editor, ALCTS News

Keri Cascio, Executive Director, 
ALCTS

Brooke Morris, Communications 
Specialist, ALCTS

Editorial: Creativity  
and Innovation

Mary Beth Weber

One of my Rutgers colleagues recently published a book 
on managing creativity and fostering an innovative 

library culture. Creativity drives innovation in libraries, lead-
ing to novel approaches to challenging issues. Change can 
be daunting and working against prevailing practices and 
conventions can be difficult. Creativity and innovation are 
frequent themes in technical services work. Through col-

laboration and shared ideas, we as a profession can develop creative solutions.
Following on the theme of creativity and innovation, I am delighted to 

announce that M. Pilar Alonso Lifante and Francisco Javier Molero Madrid’s 
paper “Enhancing OPAC Records: Evaluating and Fitting Within Cataloguing 
Standards a New Proposal of Description Parameters for Historical Astronomi-
cal Resources” by (LRTS volume 59, no. 4) is the 2016 recipient of the Edward 
Swanson Memorial Best of LRTS Award. A press release is available at www 
.ala.org/news/member-news/2016/02/swanson-best-lrts-award-alonso-lifante 
-and-molero-madrid. Alonso Lifante and Molero Madrid’s paper discusses how 
enhancing content description of specialized resources, particularly astronomical 
resources, is an unresolved issue in library and information science. They provide 
a proposal of astronomical parameters for a better description and discuss how 
to accommodate these parameters using current criteria including MARC21, the 
ISBD and RDA. The authors take a creative approach to description to describe 
resources that fall beyond what typical cataloging operations handle to provide 
robust description that will help researchers locate astronomical resources, which 
typically are located outside library catalogs.

Questioning the status quo is another aspect of innovation and creativity. In 
“More Than a Name: A Content Analysis of Name Authority Records for Authors 
Who Self-Identify as Trans,” Kelly J. Thompson discusses how FRAD and RDA 
broadened the scope of name authority records to provide a fuller description of 
creator. While intended to enhance discovery, these practices and the MARC 
375 field for gender can be problematic for authors and creators who self-identify 
as trans. Thompson explores how the ability to control how information about 
how one’s identity is shared with others is important, particularly when a per-
son’s social identity can result in discrimination or even violence. Her research 
includes an analysis of name authority records for authors who identify as trans 
that were collected during the course of her cataloging work. The analysis consid-
ers the type, breadth, and depth of information that is provided in these records.

Another aspect of innovation is customization. In “Customizing an Open 
Source Discovery Layer at East Carolina University Libraries: The Cataloger’s 
Role in Developing a Replacement for a Traditional Online Catalog,” Barber, 
Holden, and Mayo detail how they customized Blacklight to replace their tra-
ditional online catalog. Proprietary software was limiting, and they needed an 
interface that provided both the ability to customize and indexing flexibility to 
meet the different needs of their users, who are located on three separate cam-
puses. Their paper includes a discussion of their initial work with one discovery 
layer, and the decision to switch to Blacklight as it provided a robust development 

http://www.ala.org/news/member-news/2016/02/swanson-best-lrts-award-alonso-lifante-and-molero-madrid
http://www.ala.org/news/member-news/2016/02/swanson-best-lrts-award-alonso-lifante-and-molero-madrid
http://www.ala.org/news/member-news/2016/02/swanson-best-lrts-award-alonso-lifante-and-molero-madrid
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community. Their experience will benefit other institutions 
that are considering alternatives to the traditional library 
catalog.

Libraries increasingly face the challenge of tracking 
outages related to e-books and e-journals as the number of 
these resources in our collections continues to grow. Jennifer 
Wright details how her institution implemented the Foot-
Prints ticketing system to track electronic resources outages 
and their causes. Implementing the software eliminated 
previous practices of using email and anecdotal information 
to track and resolve outages, which were time consuming 
and not always effective. “Electronic Outages: What Broke, 
Who Broke It, and How to Track It” identifies twelve differ-
ent types of outages and provides problem resolution. Wright 
acknowledges that personnel at her library realized that 
changes to their workflows to better capture certain types 
of information related to electronic outages were necessary. 
Her library’s experience and resolution of electronic outages 

provide practical information for others who continually face 
similar challenges.

In addition to the papers I have highlighted, this issue 
also contains the following:

• “Survey of Classification and Organization of Video-
recordings” by Barbara J. Bergman, Jessica Schom-
berg, and Dorie Kurtz;

• “Literature of Acquisitions Review, 2012–13” by 
Angela Dresselhaus;

• “Leveraging Author-Supplied Metadata, OAI-PMH, 
and XSLT to Catalog ETDs: A Case Study at a Large 
Research Library” by Ken Robinson, Jeff Edmunds, 
and Stephen C. Mattes; and

• book reviews commissioned by LRTS Book Review 
Editor Elyssa Gould.

 LRTS 60(3) Editorial: Creativity and Innovation   139
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With the adoption of FRAD and RDA, the scope of name authority records has 
broadened from a record supporting an authorized heading to a fuller description 
of a creator. Meant to help user discovery of resources, these practices are prob-
lematic when the record describes an author who self-identifies as trans. In this 
research, name authority records (NARs) for self-identified trans creators were 
analyzed. This analysis examined the 375 field for “gender,” the contents of that 
field, and other representations of (trans)gender identities throughout the record. 
Name authority record creation practices should be examined to ensure that an 
author’s agency to self-disclose their identities is respected.

The original purpose of name authority records (NARs) was to give catalogers 
a framework to record the authorized form of the name of a work’s creator 

to ensure consistency across all instances where the name was recorded in library 
catalogs.1 The record can also contain information allowing a user (or a computer 
system) to cross-reference names creators may have used over the course of their 
careers under which other works of interest to the user may be found.2 The IFLA 
Functional Requirements and Numbering of Authority Records (FRANAR) 
working group first acknowledged an expanded scope for name authority records 
by including that authorities should also support the user tasks of identifying (dis-
ambiguating) and contextualizing an entity.3 Following this, with the introduc-
tion and adoption of the Functional Requirements for Authority Data (FRAD) 
and Resource Description and Access (RDA), the original scope of a name 
authority record was broadened from simply that of a carrier of an authorized 
heading or access point to a description of an entity with the development of an 
expanded list of attributes that can be included in name authority records.4 Sev-
eral fields have been added to the MARC name authority record format as part 
of this shift, including the optional 375 field for “gender.” RDA 9.7 provides the 
content standard for descriptive cataloging with these new fields—the rules by 
which catalogers are guided to record information in these fields.5

On the surface, this may seem beneficial. Additional information in a name 
authority record could potentially help a user to find all of a creator’s works 
regardless of the name the author used at time of publication or the name under 
which a user searched. Information included in a “source of information” 670 
field could help a researcher to identify the cataloger’s sources, such as an author’s 
specific work, or to disambiguate similar name headings. Multiple referenced 
names in 400 fields could help a user to understand the author’s name changes 
over time or redirect a search using an outdated form of the author’s name. 
However, if NARs are considered from a transgender studies perspective, “an 
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emerging theoretical orientation on the nature of gender 
and gender identity in understanding the lived experiences 
of transgender and transsexual individuals,” these practices 
can produce problematic results when the record describes 
an author who self-identifies as trans.6

Several librarians have critiqued RDA 9.7 specifically for 
its use of gender.7 The author would like to extend their work 
to examine how NARs use gender throughout the record, 
both through use of the 375 field and in other practices that 
precede the introduction of FRAD and RDA. This research 
will investigate how (trans)gender identities are being rep-
resented using current NAR creation practices, specifically 
NARs created to describe authors who self-identify as trans. 
To conduct this investigation, the author analyzed the con-
tent of sixty NAR records currently available in the Library 
of Congress (LC) Name Authority File (NAF) that describe 
authors who self-identify as trans.

This research investigates whether including an expand-
ed scope of information in a NAR is an inclusive practice, 
and if it serves the best interests of either authors or library 
users. Rich self-descriptive information about an author may 
be found in data stores outside of library catalogs, such as 
an author’s personal homepage, and linked data could be 
employed to direct our users to this information, as con-
trolled by the creators themselves. Although the authors 
whose name authority records are considered in this paper 
are all publicly “out,” (which is how it was possible to search 
for and analyze their NARs), the question is related to how 
that information is shared, whether by the author or by a 
third party.

Background

The word trans is used in this paper to encompass the identi-
ties belonging to individuals whose gender identities do not 
correspond with society’s assumptions about their gender 
identity based on the sex they were assigned at birth. This 
word is used as an umbrella term to encompass a wide array 
of transgender and nonbinary gender identities with which 
people may identify. The term is used here to communicate 
in a holistic way about people who, as Julia Serrano phrases 
it, “defy societal norms with regards to gender,” and who 
may identify with any of the many labels for their gender 
identit(ies), including transgender and labels used for gender 
identities that fall outside of the assumed gender binary.8

Because many people in our society identify as 
cisgender, the prevailing societal norms of daily life do not 
always accommodate people who do not experience the 
social identities of sex and gender as congruent—people who 
identify with a trans identity.9 This is sometimes referred 
to as cisgender privilege, or the specific rights and benefits 
that people who identify as cisgender receive, which are not 

accessible to people who identify as transgender. Hill and 
Willoughby define transphobia as “the feeling of unease 
or even revulsion towards those who express nonnormative 
expressions of gender identity and expression.”10

Because of cisgender privilege and transphobia, people 
who self-identify as trans are statistically significantly more 
likely than the general population to encounter discrimi-
nation and violence because of their gender identity or 
expression.11 For individuals who self-identify as trans, 
queer, or with any other type of social identity that carries 
the possibility of discrimination or violence, the ability to 
control the disclosure of information about oneself is criti-
cal. When information related to an identity that may result 
in discrimination, harassment, or violence is shared, this is 
referred to as outing.12 People can out themselves, as when 
people disclose their identity and come out. A person can 
also be outed by another person. When outing information is 
shared by someone else, it is unethical unless you are certain 
the person it is about has shared this information publicly 
with the intent of others knowing it; if the information was 
shared privately, the person needs to have explicitly given 
consent for others to share this information on their behalf 
for sharing that further to be ethical. Agentic disclosure, or 
a person’s ability to control how information about identity is 
shared with others, is incredibly important.13

One of cataloging’s core values is accurate representa-
tion of information to enable and improve access. Represen-
tations of creators’ social identities can work against this goal 
of accurate and respectful representation, and it can lead to 
triggering experiences for people with marginalized identi-
ties. A poignant example can be drawn from the authority 
record for Ivan E. Coyote, one of the author’s favorite sto-
rytellers. Coyote is publicly listed in the NAF (and thus in 
many library catalogs) as “Coyote, Ivan E. (Ivan E[ . . . ]), 
19[ . . . ]-.”14 At the time of this writing, there is no other 
author by the name Ivan Coyote or Ivan E. Coyote in the 
NAF, yet two qualifiers are used in the heading: subfield $q 
for “fuller form of name” (Ivan E[ . . . ]) and subfield $d for 
“dates associated with a name” (typically the author’s birth 
date) (19[ . . . ]-). The Program for Cooperative Cataloging 
(PCC) Task Group on the Creation and Function of Name 
Authorities in a Non-MARC Environment states that “autho-
rized access points in RDA are created by combining a name 
with a defined set of informative qualifiers when available. 
There are other possible approaches to differentiating one 
entity name from another. . . . Authorized access points are 
preferably unique in RDA, but it is not required.”15 For this 
NAR, the level of differentiation used is not needed under 
any of the given guidelines. Coyote has published all of their 
works under the name Ivan E. Coyote, and has never pub-
lished under their name assigned at birth. No other authors 
are listed in the authority file that could be mistaken for 
this author. Inclusion of this extra name information is not 
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respectful of the author’s privacy, their self-identification, or 
bibliographic identity.

The author of this paper would like to cite Coyote 
themselves in explaining why this is problematic. In a Janu-
ary 2012 Daily Xtra column titled “‘They’ is me,” Coyote 
addresses their perspective on others’ inappropriate interest 
in their name:

A couple of weeks ago I got an email from a young 
woman, a college student, who claimed that her 
professor had assigned her entire class a special 
little assignment, for extra credits, for students 
who could track down my legal name and bring it 
to class. This young woman had tried and tried, she 
said, to find it online, but couldn’t, and she really 
wanted those extra marks. Would I be so kind as to 
just tell her?

I took a deep breath. I was flabbergasted, skin 
crawling with chill fingers at how totally creepy this 
felt, an entire college English or writing or queer 
studies or whatever class assigned the task of vio-
lating my privacy for extra credit at school.

Exactly what educational or literary purpose 
could my legal name serve, anyway? . . .

This leaves me frustrated, and feeling violated, 
and worried that this will happen all over again this 
semester, that I will get a new crop of letters from 
eager students asking me about my legal name.

For those people who use their legal name 
and have never had any dissonance in their head 
or life with the name given to them at birth versus 
the name that feels like their name, well, I am 
glad for you, I really am. It must be fantastic to 
have all your ID match your face and your gender 
and your tits and your birth certificate and what 
the border guard sees when he looks at you and 
decides whether or not to let you on the plane. 
You are lucky.

I am not one of those people. I don’t like my 
legal name, first or last; it doesn’t suit me, it never 
fit . . .

I changed my name in 1990. That was 22 years 
ago. Some of my family still call me by my birth 
name, and I let them do this only because they 
are my family. I cash cheques and do business and 
perform and publish and live and fuck and talk to 
my neighbours as Ivan. Because this is my name. It 
feels good to be called who I am. . . .

Call us what we wish to be called.16

Coyote’s words express the core issue at stake here: 
a person’s agency to find a way of being in the world that 
affirms their identity and sense of self. It is essential that a 

service, such as cataloging, which is meant to help people 
to discover resources that will help them in these self-
identification processes, consider this and reflect these 
identities, and that library systems are designed with a 
strong effort to reflect people’s self-identities with profound 
respect. We have an opportunity to accurately represent 
authors as they choose to be known. For librarians invested 
in working toward gender equity, observing these kinds of 
misrepresentations within an information system that many 
trained catalogers do not have permission to edit yields an 
uncomfortable situation. This research considers how our 
practices could change to accommodate all authors.

Literature Review

New Authority for Name Authorities in RDA

Agenjo et al. wrote, “[The MARC 21] model has shifted 
from authority records for personal names to the records 
for persons, which is not a nominal but a long-range issue. 
In fact, some of the cataloging problems to be solved in the 
near future will be the combination of persons’ attributes 
with personal names’ attributes.”17 This shift has been 
influenced by the Functional Requirements for Authority 
Data (FRAD), which states that the function of author-
ity control for names should support “not only the task of 
identification of the entity ‘person,’ but also the tasks of 
contextualization.”18 This functional requirement is the 
impetus for including new fields in the MARC 21 author-
ity record format, such as the 375 field for “gender.” The 
inclusion of a gender field is meant to support the shifting 
purpose of the name authority record from a documented 
list of authorized name headings to be used in records, to 
a record of characteristics of the individual authors them-
selves. This practice represents a fundamental shift in the 
theoretical framework. The Descriptive Cataloging Manual 
Z1 states that “an NAR does not serve as a biographical 
sketch of a person, nor as an account of the detailed history 
of a corporate body.”19 Yet RDA chapter 9.17 now provides 
specifically for the provision of “Biographical Information” 
in an NAR.20

The MARC 375 field was not adopted without contro-
versy. The American Library Association (ALA) Gay, Les-
bian, Bisexual, and Transgender Round Table (GLBTRT) 
formed an ad hoc task force, the ALA GLBTRT Task Force 
on RDA and Gender in Authorities, which provided a formal 
“comment on RDA’s proposed coding of gender in author-
ity records.”21 Their comment, issued in February 2008, 
included the following statements:

The current instruction for proposed RDA rule 
9.8.0.3.1,
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“Record the gender with which a person iden-
tifies using an appropriate term from the list below.

female
male
other
not known”
does not acknowledge the fluidity and vari-

ety of possible gender identity or identities of an 
individual over time. It also does not address cod-
ing of the variety of gender categories related to 
bibliographic identities, the individuals who create 
them, and the relationships among them. (How, for 
example, would we code George Eliot, a woman 
writing with a male name, or Barbara Michael, a 
husband and wife writing novels together under 
one name?) Furthermore, the limited number of 
possible values, and the language used for those 
values is offensive to many people.

This Task Force recommends that RDA not 
prescribe any coding for gender, and that further 
study be made of the issues of gender in the con-
text of resource identification and relationships 
between entities.22

Discussion of this statement ensued on the RDA dis-
cussion list in February 2008.23 The discussion indicated 
that some voices favored the potential for this information 
to advance a user’s searching ability, and some argued that 
we could not make exceptions for non-conforming authors 
when the problems noted did not apply to the “majority” of 
authors.24 Others suggested that it was an important role of 
the cataloger to respect an author’s self-identity, and that this 
field did not serve that purpose.25 Potential use cases for the 
information were presented, as were problematic aspects of 
the field’s use, such as a limited Library of Congress Subject 
Headings (LCSH) vocabulary.26

The ALA GLBTRT Task Force’s recommendation was 
not accepted, and the rule was codified in RDA 9.7.1.3. As 
RDA was implemented, this rule became part of current 
cataloging practice, but not without continued concerns 
about the usefulness of the MARC 375 field and the RDA 
9.7 instructions. Billey, Drabinski, and Roberto identify how 
the 375 field for “gender,” while intending to provide qual-
ity bibliographic access, can be problematic when describ-
ing something as personal and fluid as gender.27 Billey et 
al. describe how the practices recommended by RDA 9.7 
(which prescribes usage for the 375 or “gender” field) lead 
to descriptive work that “reinforces regressive conceptions 
of gender identity” and “denies the shifting and contextual 
nature of gender identities.”28 Furthermore, they explain 
how controlled vocabularies limited to the gender binary do 
not leave room for the identities and experiences of nonbi-
nary gendered transfolk.29

Putting RDA 9.7 into Practice

The label for the MARC 375 field (“gender”) conflates gender 
categories and sex categories; the suggested entries of male 
or female, and nonbinary categories omitted by the suggested 
terms list such as intersex, are actually sex categories, where-
as examples of gender categories might be genderqueer, 
agender, transgender woman, trans man, woman, man, girl, 
boy, boi, etc. LC training materials regarding completion of 
the 375 field also conflate sex and gender categories.30 This 
could be because of people’s reluctance to use the term “sex 
categories,” while “gender” as a term feels much safer.

The RDA 9.7.1.3 guidelines instruct one to “record the 
gender of the person using an appropriate term from the 
following list: female, male, [or] not known. If none of the 
terms listed is appropriate or sufficiently specific, record an 
appropriate term or phrase. Example: intersex, transsexual 
woman. . . . Indicate the source of information.”31 The MARC 
21 documentation recommends providing a source code for 
the term used in 375 $a, to be listed in 375 $2.32 The docu-
mentation currently provides just two codes: “lcsh,” referring 
to LCSH, and “iso5218,” which refers to the International 
Standard Organization’s standard Codes for the Represen-
tation of Human Sexes (ISO/IEC 5218:2004).33 The values 
provided in ISO Standard 5218 are “Not known 0 (zero), 
Male 1 (one), Female 2 (two), Not applicable 9 (nine).”34 The 
documentation for this ISO standard includes the remark 
“No significance is to be placed upon the fact that “Male” 
is coded “1” and “Female” is coded “2.” This standard was 
developed on the basis of predominant practices of the 
countries involved and does not convey any meaning of 
importance, ranking or any other basis that could imply dis-
crimination.”35 Regardless, this standard ignores people with 
trans identities and those whose sex assigned at birth may 
be intersex. This standard is unable to represent the sex or 
gender identities of a person who identifies with a nonbinary 
identity, and also creates a hierarchy that privileges maleness 
over femaleness. Even if catalogers need to work beyond the 
binary of “female” and “male” to describe an author, often 
appropriate labels do not exist in the controlled vocabulary 
we are encouraged to use.36

The ALA Library Bill of Rights affirms that libraries 
are to provide access to resources without regard to “origin, 
background, or views of those contributing to their cre-
ation” and that “a person’s right to use a library should not 
be denied or abridged” because of these characteristics.37 
The interpretation of this bill of rights, adopted by the ALA 
Council, further explains that “Article V of the Library Bill 
of Rights mandates that library services, materials, and 
programs be available to all members of the community the 
library serves, without regard to sex, gender identity, gender 
expression, or sexual orientation.”38 Given that authors are 
members of the communities that cataloging is meant to 
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serve, it follows that metadata and cataloging professionals 
should decline to adopt standards that reinforce hierarchies 
of privilege, and exclude already-marginalized groups in our 
communities. While the usefulness of controlled vocabular-
ies and consistent metadata is invaluable to access and dis-
covery services, it could be argued that describing identities 
would be better left out of this work.

Critically Engaging the Catalog

The author previously alluded to the inability of the suggest-
ed values and practices related to NARs to accommodate 
trans identities and experiences. Engaging the vocabulary 
and “spaciousness” of the catalog through a critical lens is 
not new. Following in the tradition of the likes of Olsen and 
Berman, many authors have sought to problematize vocabu-
lary used and improve LCSH’s language related to (trans)
gender identities.39 Most notably missing from LCSH are 
the terms queer and genderqueer. Drabinski has carried this 
work further by using queer theory to interrogate not only 
the library catalog and LCSH. While these vocabularies do 
change over time, Drabinski asks us to question the pos-
sibility of ever creating a truly representational and inclusive 
controlled vocabulary or catalog, when such an artifact is 
built by a relatively small number of people at a specific 
point in time.40 A few people hold privilege in the creation 
of an authority file and catalogs: the privilege to represent 
many other people throughout time and place. Drabinski 
posits that we educate students in the work of interrogat-
ing the catalog as a cultural artifact through a queer theory 
lens.41

Bibliographical Cultural Difference

Exner’s concept of bibliographical cultural difference fur-
thers our understanding of why labeling authors without 
their input is problematic.42 Exner sought to show how 
North American Indian people’s names were represented by 
those whom he described as experiencing this bibliographi-
cal cultural difference. When those who are describing a 
work or person cannot access the necessary knowledge or 
background to make an authentic representation, it can lead 
to inaccuracies, misrepresentations, and silencing of identi-
ties.43 Bibliographically it makes sense in some instances to 
include a creator’s sequence of names used throughout their 
life in an authority record (such as if the author has pub-
lished works under each name). However, especially for peo-
ple who self-identify as trans, this sometimes is superfluous 
information that encroaches on an author’s right to privacy. 
Because of the principle of bibliographic cultural difference, 
a cataloger may not even realize that adding a person’s previ-
ous name to an authority record can be a faux pas depending 
on the author’s personal navigation of identity.44

With the addition of descriptive information to NARs 
following FRAD and RDA, information about an author is 
being included in authority records in ways that were not 
recommended by previous cataloging rules. This informa-
tion is then publicly available to those who search for name 
authority records (such as through LC’s website), and takes 
on increasing visibility with the implementation of linked 
data and other semantic web technologies (changes for which 
RDA and data models such as BIBFRAME are meant to pre-
pare catalog records.) Including a “gender” or “sex” category 
in a NAR is a form of outing. As professionals, our intention 
is provide information that will enable users to locate authors 
and to disambiguate them from others. However, there are 
cases when providing this information is harmful to an author 
and exposes information that is not bibliographically relevant.

Name Changes, Sets, and Sequences

Writers who experience gender beyond the binary are not 
the only people in the bibliographic world who have either 
a series or set of names, as illustrated in the following 
works. Frank Exner, Little Bear outlines clear language to 
use when discussing the inclusion of multiple names for an 
individual in a record, or what Exner deems name sets and 
name sequences.45 According to Exner, a name sequence is a 
set of two or more “changing . . . names that tell an autobio-
graphical story,” or names used sequentially by a person.46 
For example, Chaz Bono has publicly shared that while his 
name is now Chaz Bono, his name assigned at birth was 
Chastity Bono (included in a 400 field in his NAR), which 
he no longer uses. These names have been used sequentially 
throughout Bono’s life, one replacing the other. In contrast, a 
name set indicates that two or more names are or were used 
at the same time by a person.47 For example, Matt Kailey’s 
name authority record includes a 400 field (or “see from”) for 
Matthew Kailey. Kailey used both names simultaneously and 
interchangeably, therefore the names constitute a name set.

Pellack and Kappmeyer identified several ways that 
name changes can create search problems for library users. 
Their research investigates the effect on the indexing of 
scholarly articles after women authors have changed their 
names for a variety of reasons.48 Their technique of inves-
tigating how names are recorded in various databases, 
indexes, and authority files inspired the author’s method of 
searching for name records in the national authority files.

Research Questions

This research was guided by three main questions:

1. Is the newly introduced and optional 375 “gender” 
field being used in NARs cataloged with RDA for 
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people who publicly self-identify as trans?
2. If the 375 field is present in a NAR, what content 

values are being used?
3. In what ways beyond the use of the 375 field has 

gender identity or other outing information been rep-
resented in NARs (both on records cataloged using 
RDA and those using AACR2)?

Method

The author began collecting sample NARs after encounter-
ing NARS for authors/creators who self-identify as trans in 
the course of regular cataloging work after observing the 
type, breadth, and depth of information included in these 
records. Sixty PCC NARs for individuals who are self-
identified trans authors, writers, creators, and/or performers 
(referred to here collectively as “authors”) were analyzed. To 
collect this set of records, the author generated a list of per-
sonal names of authors who publicly self-identify as trans to 
search for in the LC NAF. The names on the list were drawn 
from background subject knowledge, compiled from the 
ALA GLBT Round Table’s reading lists, Goodreads, blogs, 
Amazon, Wikipedia’s “Transgender and transsexual writers” 
page, and Google searches for authors’ websites.49 The author 
was able to generate a list of only one hundred names to 
search in the LC NAF. Twenty-nine personal names on the 
search list of one hundred were not represented by a NAR 
in the LC NAF so the set size was reduced to seventy-one. 
Eleven NARs were eliminated from the test set of seventy-
one for creators who were born before 1900 or for whom 
a self-identity of transgender or genderqueer could not be 
readily confirmed, further reducing the studied record set 
to sixty NARs. Records for creators born before 1900 were 
eliminated because of the inconsistency in terminology used 
before the current period and to support one of the core 
motivations of this research—to encourage respect of the pri-
vacy and safety of living authors. Reviewers of this research 
have suggested that the “gender” attribute is a valuable one 
for researchers seeking a specific set of authors (for example, 
nineteenth-century women writing about civil rights and the 
suffragette movement), however, the author of this work feels 
that this potential use case falls outside of the concerns of 
this paper regarding privacy of living authors with marginal-
ized gender identities currently producing works.

While sixty records may seem like a small sample size 
out of the entirety of the LC NAF, it was the largest number 
of records that could be obtained using this method. This 
could be the result of many factors. It could be because out 
trans folk continue to experience systemic oppressions that 
could be prevent them from becoming published authors 
with NARs. There could be authors in the LC NAF who 
identify as trans that we do not know are trans because, 

regardless of profession, many people choose not to out 
themselves publicly as trans, for a variety of reasons, includ-
ing because it is private, sensitive information and/or because 
it is inconsequential to their bibliographic identity and works. 
All sixty records were accessed between September 19, 2013, 
and March 13, 2014, using the OCLC Connexion Client 
cataloging software. After accessing these records, the author 
compiled selected record elements into a spreadsheet.

Table 1 provides a summary of the elements that were 
examined related to the research questions. The author first 
recorded the value in the MARC fixed field 008, position 10, 
for “Descriptive Cataloging Rules” used in creation of the 
record. To investigate research questions 1 and 2, the author 
examined whether the 375 field was being used in practice, 
and if so, what content values were used. In this analysis, the 
author noted whether the 375 field was used in each NAR. 
When records included at least one 375 field, the author 
noted whether there were multiple 375 fields recorded. It 
was noted whether the entries included “start” and “end” 
dates. In the content analysis, attention was paid to whether 
the information included in the records was binarist, or 
operated under the assumption that there are only two 
human genders. Notes were recorded for terminology used 
and whether it was represented in LCSH. The author also 
recorded whether these 375 fields could reasonably be con-
sidered as outing the author as trans.

The author next examined elements related to research 
question 3, concerning ways that (trans)gender identity is 
represented in elements other than the 375 in NARs. These 
elements are also summarized in table 1.

For records that provide multiple names for a person 
(such as alternate name tracings from 400 fields), the author 
coded the data to indicate whether these multiple names 
were name sequences or name sets, determined by consult-
ing the 100, 400, and 500 fields, the bibliographic citations 
given in the 670 fields, and external resources such as an 
author’s personal webpage.

When a name set or sequence was present, the author 
coded these instances in one of four ways:

1. alt: When the “see from” (400 field) referred to an 
alternate form of the same name, the author used alt 
(example: “Link, Aaron Raz” and “Raz Link, Aaron”).

2. yes: If the names given were not alternate forms of 
the same name, the author coded for whether the 
inclusion of multiple names was bibliographically 
significant. For example, if the name was listed as an 
“earlier form of heading,” or if the writer published 
multiple works and has used each of the names on a 
work, the inclusion of the “see also” (500 field) refer-
ence is bibliographically significant.

3. no: If the writer has never used one of the names 
given in the record for a published work, and the 
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name has never been an “earlier form of heading,” it 
is not bibliographically significant.

4. pen: If the name in the authorized heading is a pen 
name, and the see also reference (500 field) is the 
name the person uses in daily life, the author coded 
the name set as “pen.”

When 372, 373, and/or 374 fields were present in the 
record, the author recorded whether the headings could be 
interpreted as outing, or as placing a strong emphasis on an 
author’s sexuality. To judge this, an examination was con-
ducted as to whether this information would give the reader 
information about an author that identified them as trans or 
as someone with a sexual orientation other than heterosexual.

When a record included 670 field(s), the author coded 
whether that field contained language about gender or expe-
riences of gender, including those which explicitly outed the 
writer as trans. It was recorded whether the cited source of 
this information was self-disclosed by the author (for exam-
ple, some records cite the author’s work, personal website, or 
an email with the author) or from an external source (such as 
a publisher or Wikipedia).

Each record was coded for gendered language and pro-
nouns, including inconsistencies in name use or incidents of 
mispronouning (using incorrect personal pronouns of refer-
ence to refer to an author).

Some 670 fields cite both the source of the information 
included in the record and a quotation from that source. 

Table 1. NAR Elements Examined in Relation to Research Questions 1–3, Concerning How (Trans)gender Identity is Represented in 
the MARC 375 Field as well as in Elements Other Than the 375 Field 

Data label MARC field source Example data

“Descriptive Cataloging Rules” fixed field 008 position 10 c (AACR2)
z (Other) [RDA]

“gender” 375 (repeatable field, new in RDA) – uses 
controlled vocabulary terms/codes for a 
small number of sex categories, not gender 
identities, can include “start” and “end” 
dates

female $s 1969 $t 2008?
male $s 2008?

female

Female-to-male transsexuals

transsexual woman

does 375 include “start” and “end” 
dates?

375 $s
375 $t

female $s 1969 $t 2008?
male $s 2008?

“authorized name” 100 Bornstein, Kate, $d 1948-

“see from” tracings for alternate 
names

400 (repeatable), 
500 “see also from” tracings

Kailey, Matthew

Bono, Chastity

“field of activity” 372 (new in RDA) Gender identity

“associated group” 373 (new in RDA) University of Sydney $a Macquarie University

“occupation” 374 (new in RDA) Authors $2 lcsh

“source data found” 670 (repeatable) – generally cites the 
sources where information in the record 
was found

Serano, Julia. Whipping girl a transsexual woman on sexism and 
the scapegoating of femininity, 2007: ǂb ECIP t.p. (Julia Serano) 
about the author (Julia Serano is an Oakland-based writer, 
spoken word performer, trans activist, and biologist; she has a 
PhD in Biochemistry from Columbia University and is currently 
a researcher at UC Berkeley in the field of Evolutionary and 
Developmental Biology)

use of gendered language, pronouns, 
gender identity labels, etc. in the 
record

most often in 670 field(s), but found 
throughout the record

Her
His

any information given in the record 
that “justified” giving a concrete date 
of transition or an added 375 field 
through use of medicalization 

most often in 670 field(s), but found 
throughout the record

some records cited “sex-change surgery” and/or information 
about a “legal name change”

date of record access date researcher accessed record in OCLC 2/7/2014
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The author specifically coded where the quotations in a 670 
field provided information meant to support the information 
recorded into subfields $s and $t of the 375, meant to repre-
sent the “start” and “end” dates of the time span the creator 
identified with each gender. When the quotation included 
medical information or legal name change information, the 
record was coded with “medicalized” or “name change” 
respectively. Records that included both types of informa-
tion were coded as “multiple types,” and records with at least 
one 375 field with a subfield $s or $t but did not “justify” 
this information in a quotation were coded as “none.” Lastly, 
the author recorded whether it could be perceived that the 
record as a whole outed the described author as trans via all 
of the compiled information presented.

Results

In total, thirty-nine of the sixty records analyzed contained 
some form of outing information in an area of the record (65 
percent). Seven of these were RDA records and thirty-two 
were AACR2 records. This was manifested through use of 
multiple 375 fields, inclusion of terms in the 375 field that 
indicated a trans identity, and through five additional mech-
anisms that did not require use of the 375 field.

Inclusion of the 375 Field in RDA records (Q1)

Ten of the sixty records in the test set were coded “z,” indi-
cating that they had been created using RDA guidelines. 
Seven of these records used at least one MARC 375, or “gen-
der,” field. The remaining fifty records were coded “c,” indi-
cating use of AACR2 rules. Two of the fifty AACR2 records 
had been updated to include some of the new MARC NAR 
fields; specifically, they each had two 375 fields added to the 
record.

Content Values of the 375 fields (Q2)

Of the nine records containing at least one 375 field, three 
records provided a single 375 field. The other six records 
included more than one 375 field, which means that mul-
tiple labels for sex or gender identities were given. Among 
the nine records with 375 fields, there were seventeen total 
375 fields (an average of 1.9 375 fields per record with 375 
field(s)). Three records contained one 375 field, four records 
contained two 375 fields, and two records contained three 
375 fields.

A 375 field may include binary “start” and “end” dates 
using the subfields $s and $t, per the MARC format guide-
lines.50 The $s and $t subfields were used in five of the 
records with 375 fields (>50 percent of records with 375 
fields). Of the six records with multiple 375 fields, only one 

lacked “start” and “end” dates. Three of the records with 
$s and $t fields were cataloged using RDA and two of the 
records were cataloged using AACR2. These results are 
summarized in table 2.

Nine of the NAR records contained at least one MARC 
375 field, and six of these records used only “female” or 
“male” as categorical terms. Three records used terms that 
indicated a trans identity. Two of these used three succes-
sive 375 fields to indicate that a gender identity shift had 
occurred by using “female” and “male” labels and “start” 
and “end” dates plus an LCSH term to indicate trans status. 
“Female-to-male transsexuals” and “male-to-female trans-
sexuals” were the specific terms used in these two records. 
One record contained a single 375 field with the term 
“transsexual woman.”

In total, from nine records with at least one 375 field, 
seven contained information in the 375 field(s) that could be 
perceived to be outing (78 percent of records with at least 
one 375 field). Five of these were RDA records (71 percent 
of RDA records with 375 fields), and two were AACR2 
records (100 percent of AACR2 records with 375 fields). A 
summary of the use and content values of the 375 fields can 
be found in table 2.

Other Representations of Gender and 
Instances of Outing in the NAR (Q3)

There are five mechanisms through which gender and/or 
outing information have been represented in NARs beyond 
use of the 375 field: (1) inclusion of superfluous qualifiers 
in the authorized heading, (2) alternate names given in 400 
fields or “see from” references, (3) use of gender or sexual-
ity terms in the 37X fields (372, 373, and 374), (4) use of 
pronouns in the 670 or “source of information” field, and (5) 
disclosure of personal information unrelated to bibliographic 
access in the 670 field.

Unnecessary Qualifiers in the Authorized Heading  
(100 field)

As noted in the introduction, one record in the set (<2 
percent) included a qualifier in the name heading that is 
not part of the author’s name as currently used for publica-
tion and is not necessary to disambiguate the author from 
another with the same or a similar name.

Name Sets and Name Sequences (400 fields)

Of the sixty records in the test set, thirty-four records (57 
percent) provided multiple names for an author. These are 
recorded in one or more 400 fields, which are used as “see 
from tracings.” These fields are used to automatically refer a 
searcher to the authorized form of an author’s name, which 



148  Thompson LRTS 60(3)  

is to be used on all records for 
their work, regardless of the name 
used when any given work was 
published.

Of the thirty-four records 
with multiple names given, twen-
ty-four had name sequences (40 
percent of the sixty record set, 
71 percent of those with multiple 
names) and ten had name sets (17 
percent of the sixty record set, 
29 percent of those with multiple 
names). The author identified four 
general types of alternate names 
listed: pen names, alternate forms 
of the same name, an alternate 
name that is bibliographically 
significant, and inclusion of a 
sequence of names used by a per-
son during various points in time 
that is not bibliographically sig-
nificant. The frequency of these 
types of name sets and sequences 
is given in table 3 (some name 
sets/sequences fall under multiple 
of these four categories). This last 
type is the form identified in this 
work as particularly problematic: name sequences or sets 
that are not bibliographically significant. There were ten 
records with this type of multiple name listing (17 percent 
of the 60 record set, 29 percent of records with multiple 
names).

37X Fields (372, 373, 374)

All MARC 37X fields are optional and repeatable. Eleven 
of the records analyzed included at least one 37X (including 
375 fields). While these fields are optional, they have been 
used with a fair amount of frequency. Nine out of ten RDA 
records in the test set included at least one 37X field (90 
percent of RDA records.) Seven records used the 372, 373, 
and/or 374 fields. All of these records were cataloged with 
RDA (70 percent of RDA records.)

Beyond the 375 or “gender” field, the author observed 
three other new MARC authority fields present in the 
NARs in the sample set used to present outing or sexualized 
information. These are the MARC 372 for “field of activ-
ity,” 373 for “associated group,” and 374 for “occupation.” 
These fields were sometimes used to share information 
that could be read as outing a person’s sexual orientation or 
gender identity, or shared information that was related to an 
author’s sexuality in a way that did not seem relevant to the 
work being presented. While the outing information shared 

Table 2. Summary of the Use and Content Values of 375 Fields 

No. of 375 
Fields in 
Record

No. of Records 
with This Many 375 

Fields in Sample Set Content Values of 375 Field(s)
Cataloging Rules 
Used

1 3   male RDA

  female RDA

*transsexual woman RDA

2 4 *bfemale $s 1969 $t 2008?
  male $s 2008?

AACR2

*bfemale
  male

RDA

*bfemale $s 1972?
  male $s 1926 $t 1972?

RDA

*bmale $s 1946 $t 1998
  female $s 1998

AACR2

3 2 *bfemale
  male $s 199u
  Female-to-male transsexuals

RDA

*bmale $s 1926 $t 1950?
  female $s 1950? $t 1989
  male-to-female transsexuals

RDA

Total Count 9 records 17 fields 7 RDA
2 AACR2

 * indicates information perceived to be outing
 b indicates information perceived to be reinforcing the gender binary

in the sample set primarily regarded sexual orientation, not 
gender identity as the remainder of this paper focuses on, 
given that these fields have been used to share sexual ori-
entation identities, the possibility exists for them to also be 
used to represent gender. These additional 37X fields were 
each found on seven records in the sample set. All seven 
were cataloged using RDA. Table 4 summarizes the author’s 
observations of these fields.

Four records contained optional 372 fields for “field of 
activity.” Of these, two fields had information that could be 
seen as outing (one sexual orientation and one gender iden-
tity) and one field recorded information that focused on the 
author’s sexuality in a way that did not hold bibliographic 
significance. Two records had optional 373 fields for “associ-
ated group,” and one provided information that was outing 
(sexual orientation). Six records had optional 374 fields for 
“occupation,” and one provided information that was outing 
(sexual orientation).

Pronouns and Disclosure of Personal 
Information Unrelated to Bibliographic Access 

in the 670 Field(s) or “Sources Found”

The 670 field, or “sources found,” is used to cite the sources 
of the information recorded in the NAR. Often the informa-
tion included in this repeatable field is used to “justify” the 
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contents of other fields. All of the sixty records in the sample 
set included at least one 670 field. The 670 field is most com-
monly used to cite the work in which the form of the author’s 
name was found. Typically, this is a work being cataloged for 
which a controlled name heading is needed, and thus the 
NAR was created. However, in the case of NAR records for 
authors who are trans-identified, this research found that 
information is often added to the 670 field that would not 
be included in the NAR for a cisgender author. Table 5 sum-
marizes the findings related to 670 fields.

In the sample record set, thirty-six of sixty records (60 
percent) contained information in the 670 field that explic-
itly outed the author as trans. This was done through using 
language such as “transgender,” “transsexual,” or “trans” 
(n = 23, 38 percent) by describing changes in names or pro-
nouns used with inferences to gender identity, or by sharing 

information about the person’s medical 
history using often-problematic words/
phrases such as “transitioned,” “gender-
identity disorder,” “sex-reassignment sur-
gery,” or “sex-change operation” (n = 6, 
10 percent). These terms are outdated, 
generalized, and objectify transfolk, and 
stray from the NAR’s purpose of helping 
catalog users find resources created by a 
specific individual.

The 670 fields cited information 
from a variety of sources, such as the 
author’s work (n = 17, 28 percent), a pub-
lisher of the author’s work (n = 9, 15 per-
cent), and Wikipedia (n = 6, 10 percent). 
Only three records cited an author’s 
personal website (n = 3, 5 percent), and 
just one cited direct communication with 
the author (n = 1, 2 percent). Of the 
thirty-six records that contained outing 

information in the 670 field, there were forty 670 fields in 
total with outing information (some records had multiple 
670 fields with outing information). Some records cited the 
source of outing information from both the author (either 
their work(s), personal website, or direct communication) 
and another source, thus the total of forty outing instances 
across thirty-six records. Of the forty instances, twenty-one 
cited the author as the source of information (53 percent 
of outing 670 fields), while nineteen cited another source, 
such as a publisher or Wikipedia (48 percent of outing 670 
fields). Table 6 summarizes the types of information sources 
cited. While 60 percent of records in the sample set (n = 36) 
contained information that outed the author as trans, only 
about half of those (n = 21, 58 percent of outing records, 35 
percent of the total record set) cited the author as a source 
of information.

Table 3. Records with Multiple Names Listed for an Author

No. of Records
% of Records  

(n = 60)
% of Records with 

Multiple Names (n = 34)

Multiple names given 34 57  100

Sequence or set?

sequences 24 40 71

sets 10 17 29

Type of multiple names

not pen or alt but bibliographically significant 16 27 47

not bibliographically significant* 10* 17* 29*

alternative form of one name 7 12 21

pen name 1 2 3

* indicates information shared perceived to be problematic in practice.

Table 4. Use of Optional 37X fields in NARs

No. of 
Records

No. of  
Fields

37X fields (372, 373, 374, and/or 375) 11  35

Non-375 fields (372, 373, and/or 374) 7 18

372 (“field of activity”) 5 6

Contained: outing information (sexual orientation) 1 1

outing information (gender identity) 1 1

reference to sexuality 1 2

373 (“associated group”) 3 6

Contained: outing information (sexual orientation) 1 1

374 (“occupation”) 6 6

Contained: outing information (sexual orientation) 1 1

375 (“gender”) 9 17

Contained: outing information (gender identity) 7 15



150  Thompson LRTS 60(3)  

In addition to including outing informa-
tion, many records used gendered language 
when a gender-agnostic term is preferable 
(n = 22, 37 percent), used “mosaic” pro-
nouns (pronouns for the same person that 
correspond to multiple different genders, 
which can sometimes be consensual but are 
often seen as nonaffirming of identity) (n = 
11, 18 percent), used outdated or incorrect 
pronouns (n = 9, 15 percent), or included 
nonbibliographically significant pronouns 
to indicate authorship of a work (a practice 
not required by the catalog-
ing rules) (n = 6, 10 percent). 
See table 7 for a summary of 
these results.

Nine (15 percent) of the 
records analyzed included 
information related to a per-
son’s medical history or a 
change in name or pronouns 
to justify the inclusion of 
multiple 375 field(s) or sub-
fields $s and $t “start” and 
“end” dates. This informa-
tion was often recorded as 
one of only two sex/gender 
categories (male or female), 
which does not reflect many 
people/authors’ lived experiences. Of these, six records 
defined trans-ness or gender transitions using information 
about surgery or medical histories (10 percent). Six records 
mentioned a name or gender identity change (10 percent), 
sometimes including the phrase “legal name change,” or a 
change in the personal pronouns used by an author. Of the 
six records in the sample set with multiple 375 fields, three 
used binarist medical transition or name change informa-
tion to “justify” this information (3 of 60 records, 5 percent; 
3 of 6 records, 50 percent). These results are summarized 
in table 8.

Discussion

Inclusion of 375 fields (Q1)

As shown in this analysis, the new MARC 375 field for “gen-
der” is being included in NARs cataloged using RDA. This 
field appeared in 70 percent of RDA NARs in the sample 
set (n = 7) and was the only new 37X field added to any 
updated AACR2 records that were examined (n = 2). Future 
research is needed to see how the adoption of this field fares 
over time, and to perform comparative analyses of NARs for 

authors who are transgender versus NARs for authors who 
are cisgender.

Content Values of 375 Fields (Q2)

The 375 field specification also includes subfields $s and $t, 
for “start” and “end” dates related to a particular biological 
sex, gender, or another identity label.51 These subfields were 
used in five out of nine records with 375 fields in the test 
set (56 percent of records with 375 fields, 8 percent of the 
record set). Including a “start” and “end” date for a gender 
identity or sex category reinforces the problematic ideology 
of gender as a binary in which a person might only move 
from point A to point B, rather than gender as something 
that is constantly performed, constructed, and fluid. While 
the purpose for developing these subfields was not uncov-
ered in this research, instructions in the MARC standard 
documentation for the 375 field and instructions provided in 
LC training both include examples of using these subfields 
for the purpose of delineating the gender of transfolk and 
provide no other use cases for these fields in the context of 
a NAR for a personal name.52 Like many microaggressions, 
one can assume that these decisions came from a well-
intentioned place: by representing the changes in identities 

Table 5. Use of Outing 670 Fields

No. of 
Records % of Records (n = 60)

Have one or more 670 fields: 60 100

Author outed in 670: 36 60

Method of outing in the 670: % of records with 
670(s) (n = 60)

% of records with out-
ing 670 field(s) (n = 36)

trans identity label 23 38 64

name/pronoun change 6 10 17

medical history information 6 10 17

Table 6. Specific Sources of Outing Information in 670 Fields

Source of Outing Information 
(Some Cited Multiple Sources):

No. of 670 
Fields

% of Records with 
Outing Information in 
the 670 Field (n = 36)

% of Records with 
670 Fields 
(n = 60)

author’s work 17 47 28

publisher 9 25 15

Wikipedia 6 17 10

personal website 3 8 5

IMDb 1 3 2

Chronicle of Higher Education 1 3 2

email from author 1 3 2

“Find a Grave” website 1 3 2

Gay & Lesbian Biography 1 3 2
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a person has had over the course of their life and giving the 
cataloger approximate time periods to use, we can represent 
authors as they choose to be known, rather than as they may 
have been known at the time a given work was published. 
This potentially helps users find related resources by refer-
ring them to a work under a name that they might not have 
known. However, gender identities are fluid and compli-
cated, and do not instantaneously change simply with the 
start or stop of a prescription, the legal process of changing 
a name on official documents, or on the date of any kind 
of surgery, should an individual have enough financial and 
social privilege to access that type of health care or legal 
intervention. Identities are formed and re-formed over life-
times, and often in an individual’s life there are many transi-
tion processes, not a single monolithic transition. The author 
believes that this experience is erased by delineating years of 
identity changes, unless these dates have come directly from 
the author who is being described by the NAR and they have 
given their consent to share the information.

Limiting entries in the 375 field to values contained in 
a controlled vocabulary, such as LCSH or ISO 5218:2004, 
Information Technology Codes for the Representation of 
Human Sexes, constrains the record’s ability to accurately 
and respectfully represent the identities of the authors it 
describes. As modern sociological research has indicated, 
human genders and sexes are socially constructed categories 
and exist outside of the binaries of simply “woman” and 
“man” or “female” and “male.”53 Gender identities are social-
ly constructed, constantly performed, and tremendously 
fluid.54 These are not just theories, but the real identities 

and lived experiences of people across social groups and 
stratifications. Honoring this will require finding creative 
ways to incorporate authors’ own words and labels, with 
their consent.

In discussing the creation of adequate controlled vocab-
ularies, Drabinski argues that replacing problematic subject 
headings in national authority vocabularies may be useful 
and needed, but there are problems in imposing our view 
of identities and our language on people who lived in a 
different time or different cultures or circumstances as our-
selves.55 She also argues that a reading of the NAF through 
a queer theory lens could yield a conclusion that a controlled 
vocabulary describing people and identities can never be 
complete or perfect simply because of the nature of how it 
is constructed.56 One way to work with these systems, she 
writes, is to engage with them through a queer lens, asking, 
“Whose voices are missing here? Whose are represented? 
Who has the power in this situation?”57 If we apply this 
thought framework to NARs, we might conclude that if it is 
indeed important to include these identities in a record, it 
would be better left to an individual to decide and to carry 
out on their own terms. Further research is needed to assess 
whether the terms currently recorded in these records are 
congruent with the labels with which the authors themselves 
identify in a system where they can edit their own authority 
record, similar to the ORCID research identifier system.

A few of the NARs analyzed contained outdated infor-
mation in the 375 field. Gender identity is fluid and often 
changes throughout an individual’s lifespan, and continuing 
to update the NARs to reflect these changes is not easy 

Table 7. Inconsistent Gendered Language in 670 Fields by Type

Records with Inconsistent Gendered Language: No. of Records

% of Records that 
Contain Inconsistent 
Gendered Language 

(n = 22)

% of All Records in 
Sample Set

(n = 60)

use gendered language 22 100 37

use mosaic pronouns in non-affirming way 11 50 18

use old or wrong pronoun 9 41 15

pronoun without bibliographic significance included 6 27 10

Table 8. Use of 670 Fields to Indicate Trans Status Using Medical or Name Change Information

Records with Medical or Name Change Information No. of Records
% of All Records in 
Sample Set (n = 60)

% of Records with 
Medical Transition 
or Name Change 
Information (n = 9)

Record indicates trans status with medical transition or name 
change information

9 15 100

medicalization or surgery for transition date “justification” 6 10 67

mentions name change 6 10 67

have multiple 375s and justify w/ medicalization or name change 3 5 33
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in the present closed system. While most current library 
systems lack the capacity to use this data at present, the 
potential future use of this data becomes problematic when 
maintenance is not feasible because of several constraints.

Other Representations of Gender 
Beyond the 375 Field (Q3)

The third research question was whether additional repre-
sentations of gender were included in NARs other than the 
use of the 375 field. The author observed five mechanisms 
through which gender is represented or outing information 
is shared in NARs beyond use of the 375 field. This shows 
that regardless of whether the 375 field is used, current cata-
loging practice employs other mechanisms through which 
this private and sensitive information is being shared.

As noted in the introduction, one of the records ana-
lyzed (<2 percent) included a qualifier in the name heading 
that was not part of the author’s name as currently used 
for publication and was not necessary to disambiguate the 
author from another with the same or similar name. Inclu-
sion of this superfluous name information is not respectful 
of the author’s self-identification. The PCC Task Group on 
the Creation and Function of Name Authorities in a Non-
MARC Environment’s report argues that a URI or author 
identifier could do a better job of disambiguating records 
than these subfields, while being compatible with a linked 
data future.58 As the report suggests, to do this requires 
moving beyond the legacy parameters of the “record” and 
involves rethinking many of our current systems.59 This 
research supports the usefulness of this suggestion.

While 60 percent of records in the test set contained 
information that outed the author as trans (n = 39), only 
about half of those (n = 21, 35 percent of the total set of 
records) cited the authors themselves as the source of that 
information. The practice of outing authors via any source 
but their own voice removes their personal agency to self-
disclose, and the author appeals to catalogers to consider this 
when examining cataloging practices. Including pronouns 
that may not be accurate representations of the pronouns 
an author chooses to use can be nonaffirming to an author’s 
gender identity and are better left out unless the pronouns 
of reference can be confirmed from a source that captures 
the author’s own voice.

Some records included information that medicalized 
gender transition, perhaps as a form of “proof” that it had 
occurred. This act denies and erases the lived experiences 
of those transfolk who chose not to or cannot obtain medical 
intervention in their identity formation processes. Addition-
ally, documenting deeply personal information that relates 
to medical histories or name changes is not respectful of an 
author’s right to privacy, and violates the information sharing 
ethics on which laws such as HIPPA protections have been 

built. Further research is needed to compare the amount of 
information, especially that of a personal nature, that has 
been provided in name authority records for authors who are 
trans versus those who are cisgender.

Linked Data and Self-Description as Potential Solutions

Linked data provides a solution for ensuring consistent and 
uniquely identifiable data. Rather than including fixed, 
selected data in a record, the authority record could con-
nect a name (or series or set of names) to a URI. Links could 
be established to the author’s works and other authoritative 
sources of information over which the author may have more 
control. Names would not need to be unique or disambigu-
ated to create a unique heading, as the URI link would serve 
the purpose that the heading formerly had.

The author proposes a shift in thinking about name 
authorities from a system where catalogers are the authori-
tative voice to one where authors have the agency to self-
describe their own experiences to whatever extent they 
wish. An example of a system with widespread adoption that 
does this is the ORCID unique researcher identifier sys-
tem.60 ORCID iDs have been adopted in practice by many 
systems, such as those that track scholarly research outputs, 
systems for tracking alternative research metrics, several 
journal article publishing platforms, and in the application 
processes for government granting agencies. ORCID func-
tions on the premise that authors create their own authority 
record, include the information that they choose to disclose 
(and control levels of privacy for pieces of information on a 
very granular level), and link to their varied scholarly works, 
affiliations, and other researcher identifiers to establish their 
bibliographic identity as an author and researcher.

If name authorities continue as a closed system, catalog-
ers can work to improve the system by working through the 
lens of transgender theory and examining the bibliographic 
significance of including specific information. Some ques-
tions to help guide this practice include the following:

• Is there potential for this information to harm the 
author through outing or violating the right to privacy?

• Is there an indication that the author consents to hav-
ing this information shared publicly?

• Will including this information help a library user in 
the search process?

Outing, Privacy, and Safety Issues

The argument for including fields such as the 375 in NARs 
to enhance search and retrieval possibilities is not strong 
enough to justify the inclusion of such sensitive information 
in a publicly accessible database. While our current library 
systems lack the capacity to use this data, the use of this 
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data to search for authors or works could be quite problem-
atic in future implementations. Not only do these new and 
current practices tokenize and “other” those whose gender 
identities fall outside of the traditional cissexist binary, but 
imagine the response if RDA suggested the addition of 
a race or religion category to the name authority record. 
Other legally protected classes such as race, religion, and 
sexual orientation are not addressed by the RDA attribute 
recommendations. Gender identity should be conceptual-
ized in the same way. Gender identity is a protected class in 
many states, and should be given the full weight of respect 
as any other when it relates to talking about and potentially 
labeling other people. This research lends support to the 
recommendation to not include the 375 field in NARs 
unless communication and permission has been received 
from the author. If an authority record creator needs to jus-
tify information given in other fields in a record with a 670 
field, only information pertinent to the work in hand should 
be included, and drawn from the author’s work or personal 
communication.

Inability of the Suggested Values and 
Cataloging Practices to Accommodate 

Trans Identities and Experiences

Although writers who self-identify as trans in some way 
are not unique in the bibliographic world in having either 
a series of names that they use or name sets that they use, 
we as a community of practice should examine how bib-
liographic name authority descriptions, particularly when 
using RDA, do not necessarily treat these authors equitably 
as compared to their peers who identify as cisgender. It is 
worth considering as catalogers whether the current policies 
governing when to create a new name authority record are 
still conceptually sound when we acknowledge that identi-
ties are fluid and change over time. The practice of filing 
under latest-entry is only standard for personal names; seri-
als catalogers have grappled with this concept and settled 
on successive entry as a better solution. Under this model, 
changes in the names of corporate bodies, conferences, 
and titles of serials lead to new authority records that link 
previous and/or successive names or titles. This is also true 
for rules governing bibliographic records for new editions 
of works (new editions get new bibliographic records.) How 
would this look in practice for personal names? What does 
that mean for NARs in their role as entity descriptions versus 
authorized lists of headings? Catalogers could consider using 
URIs or author IDs as part of a practice of using linked data 
to solve part of the issue of requiring an authorized form of 
name. Name changes could be recorded in an external loca-
tion (an author’s personal website, Wikipedia, etc.) while the 
URI is all that is needed to link that additional information 
to the bibliographic database.

Conclusion

Previous literature has critiqued RDA 9.7 and the use of the 
MARC Name Authority Record 375 field in relation to the 
problematic representation of gender.61 This field was includ-
ed in 70 percent of RDA NARs analyzed for this research, 
and was the only new authority field added to any of the 
AACR2 records in the test set. Analysis of the contents of 
these 375 fields confirms that its use is frequently outing in 
practice when used to describe authors who self-identify as 
trans.

Additionally, this research has shown that there are 
other areas of the NAR format besides the 375 field that 
warrant further scrutiny from the cataloging community. 
According to the results of this investigation, MARC 400 
and 670 fields contain outing information in both NARs with 
375 fields and those without. This finding raises practical 
and ethical concerns for catalogers, including risk of inac-
curate or outdated representations of creators’ identities; 
outing, privacy, and safety issues; and the inability of the 
suggested values and cataloging practices to accommodate 
trans identities and experiences.

Catalogers can work as allies to communities of people 
who experience oppression, discrimination, and often vio-
lence as a result of others’ perceptions of their identities, 
and in particular, gender identities; this work is supported 
by the core principles of the Library Bill of Rights.62 We 
are in a unique position as catalogers to do this work, and 
to open the doors for all authors to self-describe in authen-
tic, empowered ways, and to assist users in discovering and 
accessing their work.
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Libraries have long struggled with the question of how to best classify and enable 
access to videorecordings. While giving a presentation at a state library confer-
ence, the authors observed from comments during the question and answer por-
tion of the presentation that the libraries represented in the audience use a variety 
of video classification and organization practices. To better understand how local 
practices and librarians’ attitudes regarding the efficacy of these practices vary, 
we conducted a survey soliciting responses from librarians representing a broad 
array of library types.

Classification is the act of systematically grouping similar things together. 
Within this study, the term “classification” refers to assigning call numbers 

that reflect subject content and are intended to support logical browsing of physi-
cal or virtual locations. Libraries continue to debate the question of how to best 
classify and provide access to video materials. While giving a presentation on 
the topic of video collections at a state library conference, the authors learned 
that libraries are using a wider variety of video classification and organization 
practices than we anticipated. That raised questions for us. We wanted to know 
whether this variation was a regional phenomenon or a general practice. Addition-
ally, we also wanted to know whether librarians generally believed that their local 
practices for classifying videos adequately helped patrons. Therefore we decided 
to survey catalogers, media librarians (media selectors who may also do media 
cataloging), and generalists interested in video classification. We chose the survey 
method because it is an inexpensive way to obtain a broad range of responses 
from a wide audience nationally and, possibly, internationally. The authors antici-
pated that this would help identify areas requiring additional research. Because 
our research questions stemmed from a discussion with a diverse group of librar-
ians, we intentionally tried to obtain responses that reflected the diversity of the 
profession for library type (academic, public, etc.) and organizational role (cata-
loging, collection development, etc.).

An additional idea that we had is that catalogers are enculturated to follow 
standard cataloging practices to insure interoperability between computer sys-
tems and to provide a consistent experience for patrons.1 However, in her article 
on classification based on sameness and difference, Olson stated, 

I would like to build on the idea of diversity rather than universality as 
a way of accommodating our diverse users and collections and, thus, 
decreasing levels of bias. To do so requires a variety of approaches—not 
only can we not have a universal solution, we cannot even have a univer-
sal method for achieving solutions.2
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Asking whether librarians generally believe that their 
local practices for classifying videos adequately helped 
patrons, what problems librarians experience with video clas-
sification, and librarians’ perceptions about how their librar-
ies handle classification enabled us to explore these ideas.

Literature Review

Discoverability

Classification is essential to making library materials dis-
coverable. Kinney’s paper on historical changes in moving 
image classification recounts the changes in attitude toward 
classifying audiovisual materials and toward open rather 
than closed stacks. Switching to open stacks meant that 
videorecordings became browsable collections that required 
a user-friendly classification system.3 Present guidelines sup-
port including nonprint materials in library collections and 
in library catalogs, using the same classification practices 
as for books.4 While classification data are not well used in 
current catalog systems, Kinney references Calhoun to state 
that its use “to support browsing by subject is among the pro-
posed steps for revitalizing the catalog.”5 Kinney references 
Handman’s argument that media materials are educationally 
significant, relatively unique, and complex in terms of bib-
liographic description and access requirements, all of which 
means that there should be more core cataloging elements 
for media than for books.6

Record Quality

The Survey of Academic Library Cataloging Practices, con-
ducted in 2011 by the Primary Research Group, found that 
95.71 percent of the seventy libraries surveyed performed 
video cataloging in-house.7 One challenge for libraries when 
classifying videorecordings is that the quality of records 
available in OCLC varies widely. Not surprisingly, films 
with the widest distribution tend to have the highest-quality 
bibliographic records.8 But for any given film title, catalogers 
may be faced with multiple choices when selecting the best 
quality video record.

To determine the quality of records in their OPAC and 
whether minimal record editing was sufficient, Myall and 
Chambers examined the catalogs of Eastern Washington 
University and Gonzaga University. They found that neither 
of the catalogs they studied had been able to import US 
national-level, full-level records of video resources without 
editing. Librarians at those institutions perform minimal 
institutional-level editing of videorecords to conform to 
OCLC’s requirements for full cataloging (I-Level).9 The 
average videorecording record required about six edits, as 
compared to two edits for print monographs. The fields 

requiring the most additions or corrections were not identi-
fied. Not surprisingly, when the encoding levels decreased 
in completeness, more additions and edits were required. 
The study also noted that most records have been modified 
by multiple libraries in addition to the Library of Congress 
(LC). This suggests that one cannot simply rely on a record-
matching method of copy cataloging for videorecordings. 
Videorecording cataloging requires catalogers with knowl-
edge of both the cataloging practices and the motion picture 
industry. Myall and Chambers recommended establishing 
“a national cooperative program to provide authoritative 
cataloging records for videos,” which “could also develop 
a larger, more widely distributed, and more knowledge-
able cohort of audiovisual catalogers as well as improve the 
accuracy, completeness, and consistent treatment of biblio-
graphic records for these materials.”10

In some ways, groups such as OLAC (Online Audiovi-
sual Catalogers) have engaged in this type of work. However, 
their current video cataloging guidelines, Best Practices for 
Cataloging DVD-Video and Blu-ray discs using RDA and 
MARC21, addresses neither classification nor subject or 
genre headings.11

Circulation Decisions

Kinney referenced Ho’s 2004 study that found that “73 per-
cent of ARL libraries and 39 percent of all libraries surveyed 
shelved their video collections in closed stacks.”12 Also circa 
2004, Laskowski and Bergman noted that a growing number 
of institutions allowed students to check out videos for use 
outside of the library. They stated that at one institution, 
policies changed because of “the discrepancy in encourag-
ing students to make use of videos for class presentations 
while making it difficult for them to access these media 
materials.”13

Classification Decisions Related to Serving 
Underrepresented Communities

Accession Numbers

Library policies evolved to treat videorecordings as full 
members of the library collection, compared to 1989 when 
Scholtz advocated including videorecordings in the library’s 
catalog.14 While most libraries now include videorecordings 
in their catalogs, many still use basic accession numbers to 
organize these materials, in contrast to the fully classified by 
subject print materials.15 Like classification numbers, acces-
sion numbers indicate specifically where videos are located 
in the collection. Unlike classification numbers, accession 
numbers reflect only the sequence in which those materials 
were processed, with no other contextual information. This 
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practice requires little time or skill to apply, and can be help-
ful for inventory purposes. Using accession numbers to orga-
nize videos can cause challenges for patrons because it does 
not allow for shelf browsing by subject or alphabetically, and 
is used predominantly by libraries with closed stacks.16 Kin-
ney’s work supports the interpretation, “The best that can be 
said for shelving by accession numbers is that it may make 
for cheaper and faster cataloging.”17

Formal Classification Structures

Bowker and Star, in their influential book Sorting Things 
Out, noted that “information scientists work every day on 
the design, delegation, and choice of classification systems 
and standards, yet few see them as artifacts embodying 
moral and aesthetic choices that in turn craft people’s 
identities, aspirations, and dignity.”18 They identified the 
elements of a formal classification system: consistent prin-
ciples, mutually exclusive categories, and complete descrip-
tions of the area it covers. In actual practice, classification 
systems do not operate according to these ideals. Local 
modifications to Library of Congress Classification (LCC), 
local shelving decisions, and classification choices based on 
misunderstandings or disagreements with the structure, 
illustrate how a library’s individual decisions make classifi-
cation a complex process.

Olson’s research supports those ideas. She argues that 
no classification system is ever completely inclusive. Clas-
sification systems such as LCC are created on the basis of 
literary warrant, and “what gets published is also limited by 
powerful social discourses, it too tends to produce a corpus 
largely representing mainstream thought.”19

One of these classification oversights relates specifi-
cally to video cataloging. Dewey Decimal Classification 
(DDC) and LCC schemes are not designed to accommodate 
nonprint materials. This is notably problematic for fiction 
television programs and films, which are often squeezed 
into LCC’s PN schedule as examples of things that are 
drama amid nonfiction titles about drama. It is also a prob-
lem for other moving image materials. Kinney discussed 
various options to modify LCC’s existing structure for music 
materials, suggesting possibilities such as including classify-
ing musical performances with the same number that the 
print version would receive and Cuttering videorecordings 
of operas and other works by composer rather than title.20 
An example of a local modification from the authors’ own 
library is to treat the director as the primary creator using 
the literature schedule. This works well for film studies 
favorites such as Hitchcock and Kurosawa. However, the 
Harry Potter films, which patrons would reasonably expect 
to be shelved together, but which had different directors, 
were separated both in our modified version of LCC and in 
strict LCC. We have therefore made selective modifications 

to local practices to ensure that all the Marvel Avengers 
films are shelved together and that the Harry Potter series 
is collocated. The practices surrounding classification of vid-
eorecordings are different from those for print monographs. 
While it would be ideal if standards reflected those differ-
ences, they currently do not.

Problems in Classification Structures

Classification encourages browsing and discovery in a way 
that is not possible using accession number and closed-
stacks arrangements.21 The construction of those classifica-
tion systems occurs within the confines of the culture(s) in 
which they are developed. Olson argued that “[people] take 
the classification for granted as though it were a natural 
landscape rather than a well-manicured lawn that is the 
product of intellectual labor.”22 Intellectual labor can reify 
the unconscious biases of its creators.23

Referring specifically to items physically shelved in 
libraries, Olson noted that those items are limited to the 
linear space in which each item is assigned one defining clas-
sification number/code, with distinct boundaries between 
classification numbers/codes.24 Making the choice to include 
or exclude something from that space is never a neutral act. 
Another classification problem sometimes faced by video 
catalogers is how to assign responsibility when many people 
are involved in a film’s creation. Classification systems based 
on a single-author Cutter are not optimal in this situation. 
While strictly following LCC and Cuttering videorecordings 
by title does not cause this problem, it can be challenging 
for libraries that modify LC rules to Cutter by director (or 
other creator). This problem is not unique to big budget 
Hollywood films. Discussing DDC’s treatment of folklore, 
Olson notes that Western cultures prioritize the individual 
over the collective, even when a particular work is created 
by multiple people within a longstanding cultural tradition.25

Comparing how groups such as gays and lesbians are 
treated by classification systems, Olson and Ward argued 
that DDC’s structure creates spatial gaps, or diasporas, 
between corresponding topics by assigning similar but dis-
tinct subclasses.26 Similar concerns occur within LCC. For 
example, films about men generically and white men spe-
cifically are classed in HQ1090, while films about black men 
are often classed in E185. This suggests that white men is 
the default in the first classification area. This same process 
effectively racializes films about black men racialized in a 
manner not applied to films about white men.

Streaming Video

The adoption of streaming video in libraries has changed 
user expectations. Educational use of video resources on 
campus has accelerated across all disciplines, and even as 
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recently as five years ago, faculty, librarians, and adminis-
trators anticipated that use of video resources in education 
would grow significantly. There was the problem that “tech-
nology, legal, and other barriers continues to thwart faculty 
finding and accessing the segments of video they want for 
teaching and lectures.”27 Researchers also identified a clear 
need from those working in higher education for an online 
video repository that could be accessed as needed.28 In this 
case, that need surpasses the minimal service found through 
vendors such as Netflix. Convenience is the primary inter-
est reason to use streaming video, but there is also interest 
in the added value that can be included, such as transcripts 
and the ability to create a playlist of specific film clips.29 For 
teaching and related purposes, users require high quality 
metadata about content, usage rights, format, and platform 
specifications, in addition to streaming video resources 
being reliable enough for classroom use.

Classification of free streaming videos of lectures and 
from major research institutions is important.30 While these 
lectures are usually posted on video sites, author-provided 
metadata are not always as user-oriented as that provided 
by professionals. Creating records for these videos in OCLC 
will allow us to facilitate patrons’ access to these important 
resources.

The use of streaming video has already reached the 
tipping point in the majority of academic libraries licens-
ing at least some streaming video. Data from the 2010 
Primary Research Group survey indicated that across all 
Carnegie classifications of Institutions of Higher Education, 
approximately 33 percent of academic libraries provided 
streaming video.31 Whereas results of the 2013 Survey of 
Academic Streaming Video (SASV) conducted by Farrelly 
and Hutchinson showed an increase to 70 percent of all aca-
demic libraries providing some streaming video, and most 
of the remaining libraries planned to do so within three 
years.32

SASV results also found that libraries use a wide variety 
of tools, including the OPAC, discovery layers, and Lib-
Guides, to provide access to streaming videos. Librarians 
who responded to the survey expressed their preference 
for using the online catalog to search for streaming videos 
because of title-specific searching. However, 25 percent 
of respondents did not provide catalog access to stream-
ing videos, and only 41 percent used the catalog as the 
primary access point. Licensing restrictions were cited by 
respondents as one reason streaming video was not being 
included in their catalog, but the major reason appears to be 
inadequate staff time being devoted to managing streaming 
video. As stated by Farrelly and Hutchinson,

Librarians are largely unaware of many factors relat-
ed to streaming video. Many librarians are unfa-
miliar with models, practices, systems, and other 

factors related to the acquisition and support of 
streaming videos in their collections. Significantly, 
librarians overwhelmingly report relatively low 
level of staff time to support streaming video. In 
the aggregate, for selection, licensing, encoding 
and uploading, and metadata, respondents report a 
staff commitment of less than one full-time equiva-
lent. More than a quarter of respondents, however, 
report not knowing what that commitment is.33

Method

During a presentation the authors made at a state confer-
ence, librarians and library staff in attendance disclosed a 
variety of local practices for videorecordings. This inspired 
us to ask a larger audience of librarians whether most 
believed that their local practices for classifying videos 
adequately helped their patrons; what problems librarians 
experience with video classification, such as inconsistent cat-
egories or bias; and librarians’ perceptions about how their 
libraries handle classification.

To increase our understanding of the existing variety of 
classification and shelving practices for videos, we developed 
a survey. Because our intention was to capture diverse per-
spectives that we might not otherwise have considered, we 
intentionally solicited responses from a broad array of librar-
ians. Our reason for implementing this survey was to have 
a diverse sample of responses. We knew that surveys using 
convenience sampling are often ungeneralizable, but diverse 
convenience samples increase their usefulness. Diverse sam-
pling ensure that a broad range of potential participants are 
invited, and provide similar attitudinal results as one finds 
from probabilistic samples.34 Catalogers and public services 
librarians bring different insights, as do public librarians 
and academic librarians. Since our goal was to learn about 
participants’ practices and opinions, we permitted open tex-
tual responses for many of the questions in addition to listed 
response options. A copy of the survey is in the appendix.

The questionnaire consisted of two sections. The first 
section was on demographics: the kind of libraries the 
respondents represented and the location of these libraries. 
The second section was the decisions that respondents made 
about video classification: the kinds of videos classified, 
where videos are shelved, what classification standards are 
used, and how satisfied respondents are with the classifica-
tion standards they use.

We used Qualtrics (www.qualtrics.com) to disseminate 
and analyze the survey results. To solicit the broad response 
we desired, links to the survey were posted to email discus-
sion lists for catalogers, media librarians and generalists, 
including OCLC-CAT, OLAC-L, VideoLib and colllib-l. 
The researchers also shared survey links on their personal 

http://www.qualtrics.com
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Facebook or Twitter pages. In the two-week response period 
(January 12–23, 2015), 412 surveys were completed.

Results

Respondents were primarily from academic libraries (7 
percent from two-year colleges, 17 percent from four-year 
colleges, and 45 percent from universities, totaling 69 per-
cent of responses). Because there were no real differences 
in percentages for how the academic libraries responded, 
they are grouped as “academic” for discussion of the sur-
vey results. Twenty percent of responses were from public 
libraries, 1 percent were from school libraries, 5 percent 
were from special libraries, and 4 percent were from other 
types of libraries. Several of the “other library” responses 
were from law librarians. Regarding location, 98 percent of 
respondents were from North America, 1 percent were from 
Europe, and 1 percent were from elsewhere.

The authors based the survey questions on ideas dis-
cussed during our conference presentation and identified 
through a literature review. Questions were oriented around 
decisions various library types make about physical access, 
streaming access, and classification. Because the question-
naire was distributed to individuals and participants were 
not required to list their institutional affiliation, it is possible 
that multiple librarians from the same institution answered 
the survey. The goal was to capture a diverse array of per-
spectives, so we did not consider this a barrier. While the 
survey was open to all library types, the number of respons-
es from the school, special, and other library categories were 
too small to be meaningful when separated from the whole. 
Therefore we have chosen to present only separate responses 
from public and academic libraries.

Physical Access

Our previous research indicated that shelving and checkout 
policies often affect whether collections are classified with 
call numbers.35 Therefore we included questions about these 
practices in the survey.

Open or Closed Stacks

Not surprisingly, all public librarians that responded indi-
cated that their libraries shelve videos in open stacks. Half of 
the academic librarian responses indicated that their video 
collections are in open stacks, with an additional 22 percent 
using a mixed open/closed stack arrangement for portions of 
the collection. Comments added by respondents indicating 
mixed open/closed stack shelving included a variety of con-
figurations, such as popular fiction titles are in open stacks, 
while more expensive educational DVDs are kept in closed 
stacks. In other cases, VHS tapes have been moved to open 
stacks. Some libraries display DVD cases in open stacks 
while retaining the actual DVD behind a service desk. Table 
1 shows numerical results.

Format Integration

Most librarians (73 percent) indicated that their libraries 
do not integrate videos with other formats. But 7 percent 
of public library respondents and 12 percent of academic 
library respondents do integrate videos with other formats, 
with the integrated shelving generally being used for non-
fiction videos (see table 2). Comments showed processing 
variations in cases when DVDs are treated as accompanying 
materials to books.

Table 1. Are Your Videos on Open Stacks? (i.e., patrons can go to the shelves and select their own videos)

Academic 
Libraries Public Library Special Library

School (K-12) 
Library Other Total

Yes 148 81 13 3 9 254

No 89 0 9 1 6 105

Some 65 6 1 2 1 75

Total 302 87 23 6 16 434

Table 2. Are Your Videos Integrated with Other Formats?

 
Academic 

Libraries Public Library Special Library
School (K-12) 

Library Other Total

Yes 28 5 9 1 4 47

No 230 64 9 4 9 316

Some 44 18 5 1 3 71

Total 302 87 23 6 16 434
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Check-out Permissions

The majority of libraries have less restrictive lending policies 
than revealed in past surveys.36 Responses showed that the 
majority of libraries lend to multiple patron types, including 
some interlibrary loans. A few still restrict patrons to on-
site viewing or faculty-only checkouts. Unfortunately, there 
appears to have been some confusion about how to answer 
the question, which resulted in many open-ended descrip-
tions about specific policies (see table 3).

Reserve Shelving

The survey did not specifically ask about videos in reserve 
collections. It was assumed that reserve and/or booked vid-
eos would be held in restrictive closed stacks. Comments 
provided by several respondents confirmed this assumption.

Classification

Most respondents use a formal classification scheme to 
arrange videos, with almost equal numbers strictly follow-
ing cataloging rules or making local modifications. The 
predominant classification schemes are LCC (60 percent) 
or DDC (28 percent), with percentages similar to the per-
cent of responses from academic libraries and public librar-
ies respectively. Other formal schemes referenced include 

Superintendent of Documents (SuDoc) and Medical Sub-
ject Headings (MeSH). Two libraries use BISAC subject 
headings as their classification system. BISAC stands for 
Book Industry Standards and Communication. Based on 
open-ended comments added to this question, it appears 
that BISAC subject descriptions are often used as shelving 
guides to facilitate browsing within public libraries (see 
table 4).37

As previously noted, we allowed respondents to com-
ment on their activities and perceptions to provide a richer 
understanding of actual practices. In the next section, much 
of what we describe came from free text responses.

Some respondents reported that the format shift from 
videotapes to DVDs enabled them to improve local catalog-
ing practices. By shelving DVDs separately from videotapes, 
and therefore avoiding the laborious process of reclassifying 
all of their videotapes from accession numbers, they fully 
classified DVDs as they were added to the collection. Even 
libraries that still assign accession numbers appear to other-
wise fully include DVDs in the catalog.

Unlike nonfiction films (documentaries, etc.), which 
were almost universally classified using DDC or LCC, there 
was more variety in how libraries handle fiction films (see 
tables 5 and 6).

From the survey data, we found that there is not a 
single way that a majority of libraries classify their fiction 
videos. However, it is clear that librarians make choices on 
the basis of their patrons’ needs and to maintain consistency 

Table 4. How Do You Classify Videos at Your Library?

Academic Public Special School (K–12) Other Total

Library of 
Congress (LCC)

183 5 9 1 7 205

Decimal (DDC, 
UDC)

27 60 2 4 2 95

Other 22 12 5 0 2 41

Total 232 77 16 5 11 341

Table 3. Who Can Checkout Videos?

Academic 
Libraries Public Library

Special 
Library

School (K–12) 
Library Other Total

Students 261 9 8 4 5 287

Faculty 271 8 6 6 6 297

Community Members 131 72 3 2 5 213

In-Library Use Only 9 1 2 0 3 15

Not Applicable 0 0 0 0 2 2

Other 60 18 9 1 3 91

Some Mix Depending on 
Material Type and User Type 

46 4 3 0 0 53
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in the stacks. A few respondents noted that their current 
system was inherited from previous catalogers or admin-
istrations and that they would change it if possible, but 
were constrained by lack of time, money, and staff. Many 
of the respondents addressed which section of LCC they 
use to classify their videos. Librarians identified if they 
were using PN1995.9 to classify their videos by genre or 
PN1997-1997.2 to class films by their title. PN1997 is used 
to class films that were created before 2001 and PN1997.2 
is used to class films from 2001 to the present. More than 
one librarian chose to classify all films under PN1997 to 
have the entire collection in alphabetical order without the 
separation of years. This type of classification can present 
challenges when Cuttering for the title as longer Cutter 
numbers are more difficult to locate and shelve. Multiple 
librarians mentioned the length of the Cutter as a cause of 
frustration in their library.

The majority of participants indicated that they are 
happy with their video classification scheme. Through a 
five-point Likert scale that used smiley faces to indicate level 
satisfaction, 83 percent of 325 responses received for this 

question indicated that they were happy to very happy (4–5) 
with their classification scheme (see table 7).

This overall satisfaction level was followed with ques-
tions regarding what classification problems concerned par-
ticipants, as shown in table 8.

Again, using a five-point scale, the average value for the 
prompt “We’re pretty happy with how this works for us” was 
4.13 (“Sometimes/Always”). On the other end of the scale, 9 
percent indicated at least some dissatisfaction with classifi-
cation. An additional 8 percent responded neutrally. These 
percentages were consistent across all library types. We also 
asked whether classifications are too specific or too broad. 
Seventy percent of respondents indicated that they are 
“never” or “rarely” too specific. Respondents seemed divided 
about whether they are too broad. Approximately 30 percent 
of respondents answered that they are Sometimes too broad 
and 29 percent of respondents indicated that classifications 
are “rarely” too broad.

Considering the possibility of providing multiple clas-
sification numbers in a streaming environment, we asked 
whether librarians ever assign multiple classifications. 

Table 5. What Kinds of Videos do You Classify?

 
Academic 

Libraries Public Library Special Library
School (K–12) 

Library Other Total

Fiction Only 0 0 0 0 0 0

Nonfiction Only 10 20 3 0 4 37

All of Them 245 62 15 6 8 336

None of Them 34 2 5 0 2 43

Other 18 4 0 0 2 24

Total 307 88 23 6 16 440

Table 6. Classification Variations

Academic
Public 
library

Special 
library

School 
(K–12) 
library Other Total

Do you strictly follow a library classifi-
cation standard for videorecordings? 
i.e., there are no local modifications

Yes 143 23 10 1 4 181

No 157 64 13 5 11 250

Do you loosely follow a library clas-
sification standard for videos—one with 
local modifications?

Yes 100 58 7 3 8 176

No 53 6 6 0 2 67

Do you arrange videos alphabetically 
by title?

Yes 13 5 2 1 0 21

No 45 1 4 1 3 54

Do you arrange videos by accession 
number?

Yes 39 0 3 0 3 45

No 5 1 1 1 0 8

Do you arrange videos by subject or 
genre?

Yes 3 1 0 0 0 4

No 3 0 0 1 0 4
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Seventy-four percent of respondents said that was “never” 
or “rarely” the case, while only 17 percent indicate that they 
“sometimes” or “always” want to do so.

The prompt with the least support, with a 1.98 average 
(“never/rarely”), was “The whole classification scheme seems 
kind of racist, sexist, ableist, etc.,” which 204 of 376 respon-
dents said was never a problem. While one could easily ques-
tion the wording of this question, as it was intended to elicit 
an instinctive response. Considering the literature review 
above, some of which is deeply critical of existing classifica-
tion schemes because of systemic issues of racism and sexism, 
we thought it was important to include this perspective.38

Streaming Access

In response to the question, “Does your library purchase 
access to streaming video?,” 64 percent indicated “yes.” Of 
those librarians who responded with “yes,” 56 percent were 
public librarians and 74 percent were academic librarians. 
Streaming videos are licensed from the vendor in various 
options for wide ranging lengths of time. Among librarians 
who indicate that their libraries acquire streaming video, 
only 67 percent include streaming video titles in their cata-
log. Comparing library types, we found that only 50 percent 
of public librarians and 70 percent of academic librarians 
who offer streaming video also say that they include the 
records in their catalogs. Compared to the SASV survey, 
which indicated that 75 percent of libraries offer access 
to streaming videos through the catalog, we infer that not 
including all streaming video titles in the catalog is still 
unfortunately a common situation.

For libraries that do not include 
streaming videos in the catalog, the 
primary reasons cited by twenty-seven 
librarians was that the library did not 
consider the streaming videos a priority 
or that they lacked the time and money 
necessary for this work. Similarly, an 
additional eleven responses indicated a 
reliance on vendor databases to provide 
access to streaming videos rather than 
including title-level access points to 
those databases from within the library 
catalog. Four of the librarians surveyed 
responded that streaming videos were 
available only to off-campus students 
for short-term use and therefore it was 
unnecessary to add the titles to the 
catalog.

Discussion

One of the questions that prompted this project was whether 
librarians believed that local video classification practices 
adequately help patrons. This study has revealed that the 
concerns about local video classification practices do not 
necessarily focus on the lack of uniformity, but the feelings 
of uncertainty that catalogers and media specialists have 
about their decisions. While many respondents noted that 
their video cataloging systems work for the most part, there 
are still areas that require more consideration. Areas that 
are particularly in need of further study include how to bet-
ter represent genre for patron discovery and how to classify 
video adaptations of film and other formats.

Whether the library chooses to class using PN1995.9 or 
PN1997, the main issue is that they must constantly create 
their own Cutters for the film to fit into their collection, 
which can be time consuming and requires a professional 
cataloger. As the Primary Research Group noted in their 
report, only 4.29 percent of academic libraries in 2011 were 
outsourcing their video cataloging, while 44.29 percent of 
libraries outsourced their e-book cataloging.39

For the questions that asked about bias in classifica-
tion, responses were as anticipated. Because of the sensi-
tive nature of this area, we were also unsure whether 
participants would answer on the basis of their conscious 
thought processes rather than their automatic valuations, 
which Hofmann et al. found to be more reliably represented 
when participants answer spontaneously.40 After seeing the 
strongly negative response to this prompt, we wondered if 
there were differences in perspective by library types. How-
ever, this did not seem to be the case: the “never” responses 
was selected by 54 percent of academic librarians, and 49 

 Table 7. Satisfaction with Classification
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Table 8. Classification Opinions

Are these issues ever a problem with 
your video classification?  Academic

Public 
Library

Special 
Library

School 
(K–12) 
Library Other Total

a. Inconsistent classification (for example: 
some documentaries are in subject areas 
and some are mixed in with fiction films

Never 88 23 10 1 4 126

Rarely 78 24 4 1 0 107

Maybe? 28 11 1 2 4 46

Sometimes 68 21 3 2 3 97

Always 4 1 0 0 0 5

Total 266 80 18 6 11 381

b. Classifications are too specific Never 89 21 8 0 4 122

Rarely 102 34 9 2 5 152

Maybe? 23 11 2 2 1 39

Sometimes 44 13 1 0 1 59

Always 3 0 0 1 0 4

Total 261 79 20 5 11 376

c. The whole classification scheme seems 
kind of racist, sexist, ableist, etc.

Never 140 38 16 4 6 204

Rarely 71 25 3 2 2 103

Maybe? 33 11 0 0 1 45

Sometimes 16 4 1 0 2 23

Always 1 0 0 0 0 1

Total 261 78 20 6 11 376

d. I want to put multiple classifications on 
things. One number is too limiting!

Never 126 29 12 2 4 173

Rarely 69 24 5 2 4 104

Maybe? 22 7 2 1 2 34

Sometimes 41 16 1 1 1 60

Always 3 0 0 0 0 3

Total 261 76 20 6 11 374

e. We don’t classify videos so it’s hard to 
find specific titles

Never 179 50 13 4 8 254

Rarely 24 10 4 0 1 39

Maybe? 13 3 0 0 1 17

Sometimes 13 2 1 0 1 17

Always 4 1 0 0 0 5

Total 233 66 18 4 11 332

f. We’re pretty happy with how this works 
for us

Never 9 3 1 0 2 15

Rarely 9 0 0 0 1 10

Maybe? 31 6 1 0 1 39

Sometimes 123 36 8 5 4 176

Always 100 34 10 1 5 150

Total 272 79 20 6 13 390

g. Classifications are too broad Never 68 13 7 1 3 92

Rarely 68 28 5 4 2 107

Maybe? 41 14 1 0 1 57

Sometimes 80 21 7 1 5 114

Always 5 0 0 0 0 5

Total 262 76 20 6 11 375
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percent of public librarians. Based on the comments, includ-
ing one participant who was appalled at the other suggestion 
and one participant who expressed resignation about it, this 
appears to be a good area for further investigation through a 
more interactive method.

Demand for streaming video has grown quickly, requir-
ing vendors and libraries to change their business models 
to include licensing access. Survey responses confirm that 
many libraries are licensing access to streaming video. 
The rapid changes in streaming video offerings and license 
options, especially in the availability of large subscription 
packages of films without concurrent staffing additions, have 
caused libraries to lag behind in including complete holdings 
in the catalog. From these results, we can make certain con-
clusions about the hierarchy of streaming videos compared 
to other library materials. It also raises questions about the 
purpose of streaming videos in libraries being used as sup-
port materials for a course. Survey respondents appear to 
recognize that streaming video resources should be in the 
catalog, but library processes and procedures need time to 
catch up, especially staff time assigned to this work. In 2015, 
Hutchison and Farrelly conducted a follow-up to their 2013 
survey, the results of which we anticipate will show consider-
able changes in just two years.41 For example, the licensing 
platform Kanopy has made huge inroads into hosted video 
content with a large number of video vendors, but was not 
yet available to US libraries in 2013. The recent addition of 
on-demand and evidence-based licensing options by several 
vendors greatly increases streaming licensing options for 
libraries.

Conclusion

The only clear conclusion reached from this survey is that 
there is not one consistent way to handle videorecordings in 
libraries and certainly no one right way. Libraries have gen-
erally increased their comfort level with managing videos as 
a more equal part of their collections, but in some ways the 
processes for handling these materials have not advanced 
greatly from the time when libraries began acquiring 

videotapes twenty-five years ago. Many academic libraries 
still use closed stacks and accession numbers for physical 
items, although that number is decreasing for both. The 
increasing availability of streaming video is changing how 
films are acquired and made discoverable and accessible. As 
libraries have seen with e-journals and e-books, we are now 
increasingly providing licensed access as opposed to owning 
a physical item. As libraries shift to a focus on virtual brows-
ing, they will need to reevaluate how those films are classi-
fied. At this point, a substantial number of both academic 
and public libraries do not include bibliographic records for 
streaming video in their catalogs.

One topic that emerged from the questions related to 
problems librarians experience with videorecording clas-
sification is how systemic discrimination is manifested 
within classification schedules. While this survey suggests 
that it is not a major concern for most librarians, cataloging 
research suggests that it is an important issue for users. To 
overcome limitations within the survey method when asking 
potentially sensitive questions, we suggest using qualita-
tive methods including a discourse analysis of classification 
decisions, reflexive case studies, interactive interviewing, 
or focus groups with library patrons from marginalized  
populations.

In a related note, there may be differences in patron 
perceptions of video classification processes when compared 
to library employee perceptions. User studies examining 
patron efficacy and comfort with library terminology, orga-
nizational structures, and spaces are an important area that 
needs considerable investment in the future.
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Appendix. Video Classification Survey

1. Do you want to take this survey? 

Demographic Information 

2. What type of library organization do you work for? 
 { 2-Year College or equivalent 
 { 4-Year College 
 { University 
 { Public library 
 { Special library 
 { School (K–12) library 
 { Vendor 
 { Other 

3. Location? 

And now to the real questions . . .

We are going to use the words video and videorecording to 
include all formats of this type: VHS, DVD, film, streaming, 
etc. 

4. The way that your organization is structured, where 
does the cataloging occur? 

 { Off-site cataloging department 
 { In-house cataloging department 
 { We purchase catalog records, we don’t have a cat-
aloging department 

 { Other 
5. Who can check out videos? (Check all that apply) 

 { Students 
 { Faculty 
 { Community members 
 { No one—in library use only 
 { Not applicable 
 { Some mix depending on material type and user 
type that I’ll describe here 

 { Other 
6. What kinds of videos do you classify? 

 { Fiction only 
 { Nonfiction only 
 { All of them 
 { None of them 
 { Other 

7. Does your library purchase access to streaming vid-
eos? 

 { Yes 
 { No 

8. Do all streaming video titles appear in the catalog? 
 { Yes 
 { No 

9. You indicated that not all streaming titles are dis-
played in your catalog. Why not? 

10. Are your videos on open stacks? (i.e., patrons can go 
to the shelves and select their own videos without 
mediation) 

 { Yes 
 { No 
 { Some of them 

11. Are your videos integrated with other formats? 
 { Yes 
 { No 
 { Some of them 

12. Do you strictly follow a library classification standard 
for videorecordings? i.e., there are no local modifica-
tions 

 { Yes 
 { No 

13. Do you loosely follow a library classification standard 
for videos - one with local modifications? 

 { Yes 
 { No 

14. Do you arrange videos alphabetically by title? 
 { Yes 
 { No 

15. Do you arrange videos by accession number? 
 { Yes 
 { No 

16. Do you arrange videos by subject or genre? 
 { Yes 
 { No 

17. Do you put videos on the shelves in no particular 
order? 

 { Yes 
 { No 

18. How do you classify videos at your library? 
 { Library of Congress (LCC) 
 { Decimal (DDC, UDC) 
 { BISAC 
 { Other 

19. What kinds of local modifications do you use? (for 
example: you follow LCC for non-fiction films but 
modify how you treat fiction films) 

20. How do you choose what subjects/genres to organize 
videos into? 

21. How happy are you with the classification standard 
that your library uses for videorecordings?
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22. Are these issues ever a problem with your video classification? 

  Never Rarely Maybe? Sometimes Always 

Classifications are too 
broad 

 { Classifications 
are too broad Never

 { Classifications 
are too broad Rarely

 { Classifications 
are too broad 
Maybe?

 { Classifications 
are too broad Some-
times

 { Classifications 
are too broad Always

We’re pretty happy with 
how this works for us 

 { We’re pretty 
happy with how this 
works for us Never

 { We’re pretty 
happy with how this 
works for us Rarely

 { We’re pretty 
happy with how this 
works for us Maybe?

 { We’re pretty 
happy with how this 
works for us Some-
times

 { We’re pretty 
happy with how this 
works for us Always

I want to put multiple 
classifications on things. 
One number is too limiting! 

 { I want to put 
multiple classifica-
tions on things. One 
number is too limit-
ing! Never

 { I want to put 
multiple classifica-
tions on things. One 
number is too limit-
ing! Rarely

 { I want to put 
multiple classifica-
tions on things. One 
number is too limit-
ing! Maybe?

 { I want to put 
multiple classifica-
tions on things. One 
number is too limit-
ing! Sometimes

 { I want to put 
multiple classifica-
tions on things. One 
number is too limit-
ing! Always

We don’t classify videos so 
it’s hard to find specific titles 

 { We don’t classify 
videos so it’s hard to 
find specific titles 
Never

 { We don’t classify 
videos so it’s hard to 
find specific titles 
Rarely

 { We don’t classify 
videos so it’s hard to 
find specific titles 
Maybe?

 { We don’t classify 
videos so it’s hard to 
find specific titles 
Sometimes

 { We don’t classify 
videos so it’s hard to 
find specific titles 
Always

Classifications are too 
specific 

 { Classifications 
are too specific 
Never

 { Classifications 
are too specific 
Rarely

 { Classifications 
are too specific 
Maybe?

 { Classifications 
are too specific 
Sometimes

 { Classifications 
are too specific 
Always

The whole classification 
scheme seems kind of 
racist, sexist, ableist, etc. 

 { The whole clas-
sification scheme 
seems kind of racist, 
sexist, ableist, etc. 
Never

 { The whole clas-
sification scheme 
seems kind of racist, 
sexist, ableist, etc. 
Rarely

 { The whole clas-
sification scheme 
seems kind of racist, 
sexist, ableist, etc. 
Maybe?

 { The whole clas-
sification scheme 
seems kind of racist, 
sexist, ableist, etc. 
Sometimes

 { The whole clas-
sification scheme 
seems kind of racist, 
sexist, ableist, etc. 
Always

Inconsistent classification 
(for example: some 
documentaries are in 
subject areas and some 
are mixed in with fiction 
films) 

 { Inconsistent clas-
sification (for exam-
ple: some documen-
taries are in subject 
areas and some are 
mixed in with fiction 
films) Never

 { Inconsistent clas-
sification (for exam-
ple: some documen-
taries are in subject 
areas and some are 
mixed in with fiction 
films) Rarely

 { Inconsistent clas-
sification (for exam-
ple: some documen-
taries are in subject 
areas and some are 
mixed in with fiction 
films) Maybe?

 { Inconsistent clas-
sification (for exam-
ple: some documen-
taries are in subject 
areas and some are 
mixed in with fiction 
films) Sometimes

 { Inconsistent clas-
sification (for exam-
ple: some documen-
taries are in subject 
areas and some are 
mixed in with fiction 
films) Always

Other  { Other Never  { Other Rarely  { Other Maybe?  { Other Sometimes  { Other Always

23. What additional concerns do you encounter? 
24. Is there anything else you would like the researchers 

or the library community to know?
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The acquisitions literature published in 2012–13 shows a strong focus on non-
traditional purchasing models, especially for electronic books (e-books). Patron 
Driven Acquisition (PDA) is one method that helps librarians cope with budget 
constraints that continue to plague library budgets. The expense of Big Deals 
has some libraries seeking more efficient alternatives such as Pay-Per-View or 
Evidence-Based Selection, however, many libraries are still reliant on the depth 
of coverage and perceived value of Big Deals. This review will cover these trends 
along with developments in Electronic Resources Management Systems (ERMSs), 
workflow efficiencies, and negotiation and licensing techniques.

Library Resources & Technical Services has published four prior reviews of 
acquisitions literature covering the period between 1996 and 2011.1 This 

installment covers literature published in 2012–13. Dunham and Davis noted 
that the literature published from 1996 to 2003 reflects an environment seriously 
disrupted by the implementation of automated systems and the Internet, requir-
ing acquisitions departments to move from paper systems to automated library 
systems. Print acquisitions job responsibilities were restructured to accommo-
date electronic resource management. In 2004–7, Dunham and Davis observed 
that electronic journal (e-journal) purchasing was well underway and becom-
ing increasingly complex, necessitating the development of electronic resource 
management tools. Harrell characterized 2008–9 as driven by budget reductions 
with the transition of subscriptions from print to electronic collections. The role 
of the Big Deal was questioned as library budgets decreased and employee skill 
sets continued to shift to accommodate electronic publications, especially in the 
area of negotiation and licensing. Moeller noted that budget constraints contin-
ued to shape the literature, which is evident in the interest in Open Access and 
Patron-Driven Acquisitions (PDA), and the increasing scrutiny of Big Deals. For 
the current review period, budget constraints continue to shape the conversation, 
causing librarians to question the long-term sustainability of big journal deals, 
seek consortial-level PDA plans to share costs, and implement open source elec-
tronic resource management tools instead of subscription based solutions.

Method

The author replicated the research method described in Moeller’s 2010–11 litera-
ture review.2 A search in Library and Information Science Abstracts (LISA), Web 
of Science (WOS), and Worldcat.org was conducted using the keywords: library 
and acquisitions. The date range for each search was limited to materials pub-
lished in 2012–13. Materials were further filtered to only include scholarly mate-
rials published in English. The LISA search yielded 544 results, the WOS search 
yielded 57 results, and the Worldcat.org search yielded 134 results. Selected 
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journals and conference proceedings from the Charles-
ton Conference and the North American Serials Interest 
Group (NASIG) meetings were systematically reviewed for 
inclusion in this literature review. The author struggled to 
find a clear distinction between acquisitions literature and 
literature covering collection development and e-resources. 
Despite this challenge, papers focused on purchasing mod-
els, supporting workflows, and acquisitions management 
tools were selected. Papers covering public libraries, second-
ary school libraries, collection management studies, and gift 
acquisitions were excluded from this literature review.

Literature Review

The materials considered for this review are primarily peer-
reviewed papers, along with relevant columns, interviews, 
trade publications, conference proceedings, and monographs. 

Purchasing Models

Firm Orders

Few studies pertaining to monographic firm orders were 
published during 2012–13. Tony G. Horava, associate uni-
versity librarian, Collections, at the University of Ottawa 
wrote a case study documenting the implementation of a 
new firm order monographic process using the vendor YBP.3 
Horava noted that a user-centered approach to monographic 
acquisitions requires that the library develop a workflow 
to quickly deliver requested books. Economic pressures 
require that the library use financial and human resources 
efficiently, reducing the amount of staff involved in fulfill-
ment. In response to these pressures, the librarians at the 
University of Ottawa decided to implement newly released 
YBP features to streamline order fulfillment. Advancements 
in technology allowed the library to partner with YBP to 
create a more efficient monograph firm order process. 
Implementing a direct ordering method in YBP reduced ful-
fillment time for monograph purchases and freed librarians 
to focus on more complex electronic resource purchases. 
Horava concluded that the case study was successful, as the 
library was able to realize a one-week reduction to shelf time 
for books, acquisitions budget balances were readily avail-
able, and time saved by streamlining firm order processing 
was invested into the management of e-resources.

Rita Cauce, head of the Resource Development 
Department, Florida International University, discussed 
the development of an electronic monograph request sys-
tem that replaced a paper request system.4 The system was 
named Online Library Acquisitions System (OLAS), and was 
designed to replace a paper-based tracking system used to 
manage firm order purchase requests. The electronic system 

was designed to allow librarians to quickly determine the 
status of an order before it was entered into the ILS. Cauce 
determined that OLAS improved efficiencies and increased 
accountability within the acquisitions unit.

Approval Plans

In previous years, approval plan management was challenged 
by publication delays that often existed between print and 
electronic monographs, which complicated combining print 
and electronic acquisition profiles. Forzetting, Wiersma, and 
and Eager demonstrated that a partnership between library 
vendors and librarians was essential for developing compre-
hensive approval plans built on careful profiling and meticu-
lous tracking of all library monographic purchases.5 The most 
compelling points detail how the librarians and vendor repre-
sentatives incorporated the established PDA models into the 
print approval plan workflow and how they accommodated 
the sometimes disparate electronic and print publication 
dates. In a separate publication, Wiersma developed a study 
to determine publication date differences between elec-
tronic and print format.6 Wiersma found that the publication 
gap has closed dramatically to the point that in 2011 many 
publishers had moved to simultaneous print and electronic 
publication. Wiersma also analyzed publisher and subject 
trends. Ultimately, the data she collected was used to develop 
a highly tuned approval plan to meet patron needs.

Consortial Purchases

The literature yielded several studies on consortial purchas-
ing in the United States, from state-based groups such as 
OhioLINK, the Colorado University System, the California 
State University Library Consortium, the Arizona Universi-
ties Library Consortium, and the Consortium of Academic 
and Research Libraries in Illinois (CARLI), to large regional 
consortia such as the Orbis Cascade Alliance (OCA) and 
Association of Southeastern Research Libraries (ASERL).7 
This literature review included only English language mate-
rials, limiting the diversity of international consortia; how-
ever, studies from Canadian and Chinese library consortia 
were discovered.8 Whether large regional or statewide, or 
small groups such as the Triangle Research Library Network 
(TRLN) or the Five College Consortium, many groups share 
similar goals, such as increasing buying power and provid-
ing broad access to research materials.9 Machovec’s paper 
provides a comprehensive look into consortia, their histories, 
and goals.10

Pilot projects for Demand Driven Acquisition (DDA) 
and Patron Driven Acquisition (PDA) were prevalent, 
including examples from the OCA and Ontario Council 
of University Libraries (OCUL). OCA’s DDA was dis-
cussed in an interview conducted by Jill Emery, collection 
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development librarian, Portland State University.11 She 
interviewed members of OCA’s Demand Driven Acquisi-
tions (DDA) implementation team and their two vendor 
partners. The interview format provides a firsthand look into 
how various OCA members and their partners perceived the 
planning, implementation, and success of the project. While 
this paper provides a big picture perspective, Arch et al. 
describe in detail the process and factors in place that led 
to a successful consortial DDA plan with OCA members.12 
They determined through a review of literature that very 
little has been published regarding the evaluation of large 
DDA programs, and the contribution of their work to the 
literature filled a gap with a detailed treatment of how the 
evaluation was conducted.

Davis et al. published a paper on OCUL’s shared PDA 
experience.13 The authors reported that OCUL, a twenty-
one-member organization serving 420,000 users, attempted 
to develop a shared PDA program to meet the needs of 
individual schools, while maintaining a group shared cost 
benefit. Each perspective is presented; especially helpful are 
the vignettes from individual institutions detailing imple-
mentation concerns, usage, and rewards of the program.

Big Deals

Frazier, Bergstrom, and Nicholas et al. extensively addressed 
the Big Deal in prior years.14 Best, Gatten and Sanville, and 
Gibbs laid the foundation as early as 2004 for a shift away 
from Big Deals and have refocused the debate in 2012–13 on 
whether the Big Deal is dying.15 The University of California 
Libraries, the California Digital Library, Southern Illinois 
University-Carbondale, and the University of Oregon have 
cancelled Big Deals.16 McGrath discussed the efforts of a 
steering committee tasked with finding alternatives to the 
Big Deal by Research Libraries UK (RLUK), a consortium 
of research libraries in the United Kingdom.17 Despite efforts 
at some institutions to show less dependence on large jour-
nal packages, Big Deals have deeply penetrated the library 
market; Strieb and Blixrud reported on data collected from 
Association of Research Libraries (ARL) libraries and found 
that “three of four publishers covered in the two most recent 
surveys (Elsevier, Springer, and Wiley) are now licensed as 
bundles by 90% or more of libraries for which data were 
collected.”18 The survey also found that Big Deal purchases 
are still commonly made through consortia, a factor which 
no doubt led authors Ashmore, Grogg, and Weddle to state 
“rumors of the Big Deal’s death have been exaggerated.”19

An analysis of the literature suggests that the question 
should be further refined to “are serial Big Deals dying and 
big e-book deals flourishing?” Proctor notes that e-book Big 
Deals are mirroring what was seen in the e-journal market, 
namely desirable content packaged with low use materials, 
high costs, and little ability to choose titles included in a Big 

Deal.20 Big Deals are not dying, and are evolving and may 
need to continue to evolve as alternatives are developed.

The Balance Point column, published in Serials Review, 
is a long-standing venue for experienced librarians to share 
individual perspectives on key issues in librarianship. One 
installment, edited by Dyas-Correia, consisted of interviews 
with representatives from small and large publishers, ven-
dors, libraries, and consortia and asked if the Big Deal was 
on the way out.21 The panel agreed that there is a great deal 
of talk about cancelling Big Deals, but very few packages 
are actually canceled. In fact, the interview participants 
predicted that a large scale cancellation of Big Deal pack-
ages could permanently alter the role of consortia or cause 
their demise. Dooley noted, “If consortia members opt out, 
it could well increase cost for the remaining members, not 
to mention the effects on trust and good will.”22 However, 
increasing costs and declining budgets are causing librarians 
to question the sustainability of purchasing all or a substan-
tial portion of one publisher’s content. Pay-Per-View (PPV), 
interlibrary loan (ILL), individual subscriptions, and Open 
Access models were suggested as alternatives to the Big 
Deal. Stanford University was cited as a model for meeting 
patron needs without subscribing to Big Deals. Van Rennes 
noted that “a little further down the line, I suspect that 
articles, rather than journals, will become the main unit of 
information commerce, and new models will be based upon 
that development.”23 This could produce additional revenue 
streams for publishers in the area of PPV article models, 
small packages, and as Bucknell found at University of Liv-
erpool, evidence-based selection.24

Patron Driven Acquisitions (PDA)/Demand Driven 
Acquisitions (DDA)

Interest in PDA continues to grow and implementations are 
widely documented, creating a robust body of published 
literature covering implementation issues, workflows, and 
evaluation. PDA plans are often executed as a way to real-
ize cost savings, yet England and Anderson acknowledge 
that “PDA models do not necessarily lead to cost savings, 
but they do by their very nature forge a strong connection 
between acquisition and real-world usage, making PDA a 
potentially attractive model for libraries concerned about 
maximizing the effective use of their acquisition fund.”25 
This finding is consistent with other researchers, such as 
Dinkins and Schroeder, who have found that PDA selected 
materials enjoy excellent circulation.26

Implementation

Ward’s book, Guide to Implementing and Managing Patron-
Driven Acquisitions, provides a complete how-to guide for 
implementing and managing a PDA model.27 Her coverage 
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of PDA is inclusive as she describes ILL requests and patron 
catalog discoveries as points of triggered purchases. Chapter 
three covers issues to consider before implementing a PDA 
program, such as timing, PDA parameters, and determining 
who will be authorized to trigger purchases. Ward acknowl-
edges criticisms and some of the challenges leveled against 
PDA in chapter six. Finally, she concludes with a discussion 
of future directions that includes the possibility of digitiza-
tion on demand, print on demand, and the potential for col-
lection development to be completely directed by patrons, 
potentially a new era in collection development. Allison’s 
monograph, The Patron-Driven Library: A Practical Guide 
for Managing Collections and Services in the Digital Age, 
complements Ward’s advice, providing information on the 
technological environment, challenges in library acquisi-
tions, patron preferences, and other big picture topics.28

A case study by Fischer et al. documented the implemen-
tation of a completely unmediated e-book PDA plan at the  
University of Iowa Libraries that began in September 2009.29 
The launch of the PDA plan was silent, the public was  
not informed to reduce bias or unreliable results during the 
evaluation of the pilot program. The authors found that during  
the trial, the allocation was quickly spent and they had to 
implement ways to control spending. Limits were not set to 
prevent format duplication, i.e., purchase of both print and 
electronic formats. Fischer et al. evaluated circulation rates for  
print titles that were duplicated by an e-book purchase from the  
PDA plan and discovered that the circulation rate of print  
titles fell drastically once electronic equivalents were acquired.

McCaslin described a PDA program built on the Ama-
zon Kindle platform at the California Institute of Technol-
ogy.30 The library decided to circulate Kindles and provide 
patrons the authority to make $25 in e-book purchases. The 
Kindle was chosen because the library could associate up 
to six devices with the library’s controlled account, thereby 
providing access to the same selection of e-books on all 
Kindles. The library used Amazon gift cards linked to a 
library account to eliminate the financial risk involved with 
circulating a device linked to an open credit line. The paper 
covered details such as circulation, acquisitions policies, and 
accounting issues. A patron satisfaction questionnaire was 
distributed as part of the Kindle check-out process, and 
results indicated that most of the users were undergraduate 
students interested in reading previously selected material 
rather than purchasing new content, and there were many 
repeat users. The six month trial period, including staff time, 
startup costs, and book purchases cost $10,243.14, a figure 
considered affordable by the library administration.31

Evaluation of PDA/DDA

Ongoing evaluation of the overall performance of PDA plans 
is needed to ensure value of this selection and purchasing 

method. Tyler et al. designed a study consisting of non-
parametric statistical tests to evaluate PDA effectiveness, 
particularly investigating the factors that show favorable 
circulation over traditionally selected materials in prior 
studies.32 The authors found statistically significant differ-
ences in circulation rates between librarian-selected, ven-
dor-selected, and patron-selected materials. The statistically 
significant result held even when the variables of book price, 
years available, and subject area were added to the model. 
The authors recommended continuing patron and librarian 
selection, while reducing the focus on vendor selection.

Walter’s paper criticizes the value of PDA and considers 
it a risk to the long-term quality and ability of the library 
collection to meet the institution’s educational mission.33 
The author believes that librarians play an important role in 
the selection of materials and advocates mediating patron 
requests. This paper includes a chart comparing major PDA 
implementations in the literature. The chart includes data 
such as year started, vendor, number of titles made available, 
triggering thresholds, number of titles purchased annually 
and the price per title.

A case study conducted by McLure and Hoseth at 
Colorado State University examined a user survey and 
use statistics to produce a snapshot of patrons’ attitudes 
regarding PDA.34 The library acquires a large portion of 
their e-books from the electronic PDA program, which is 
modified to include only a few select subjects. The authors 
discussed limitations of the survey, such as the brief online 
survey period and technological barriers that impacted the 
sample. The survey, set to pop up when a catalog record was 
viewed, asked if patrons had used e-books and whether they 
had a format preference, among other questions. The survey 
found an even split between those with no experience and 
experience using e-books. The survey showed “29.22 per-
cent preferring an e-book, 32.80 percent preferring a print 
book, and 37.98 percent indicating no preference.”35 The 
authors used Dewey and LC subject headings analysis to 
gain an understanding of how faculty from various subject 
disciplines used the PDA model. The study concluded that 
most subjects were well served with PDA and the approval 
plans were reduced to cover a few select subjects.

Evidence-Based Selection

Bucknell described how the University of Liverpool (UOL) 
evaluated e-book packages and used modeling techniques to 
determine whether alternative acquisitions methods, such as 
PDA or DDA, were more cost effective than purchasing large 
e-book packages.36 UOL librarians typically did not engage 
in speculative book purchases, but a change in user demand 
for e-books prompted a modification in practice that allowed 
the purchase of e-book packages. Since this was a departure 
from routine practices, the librarians were interested in 
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determining if there was an alternative way to meet patron 
demand while avoiding “just in case” collections. Bucknell 
modeled usage reports from purchased e-book packages to 
see if expenditures would have been higher with a PDA plan 
in place and found that the e-book package was more cost 
effective. Given this result, the next question is clearly how 
to identify what collections are most likely to be used. This is 
where evidence-based selection offers an opportunity to pro-
vide access to a large catalog of books and allows the library 
to buy books on the basis of consistent patron demand.

Pay Per View

In response to rapidly escalating prices and looming bud-
get cuts, Hosburgh sought to mitigate the effect of journal 
cancelations, especially in the STEM area, by implementing 
both mediated and unmediated PPV models.37 PPV was 
established with three publishers and the new “Get It Now” 
program from the Copyright Clearance Center. Challenges 
such as expired tokens, duplicate purchases, incompatible 
vendor systems and link resolvers, and conflicting collection 
development philosophy, were addressed.

ReadCube, a new service providing journal article PDA 
has been evaluated by England and Anderson. They address 
ReadCube’s business model and its trial at the University 
of Utah’s Marriott Library during a one-year case study.38 
While some feedback included negative experiences with 
DRM and the ReadCube client, they considered ReadCube 
to be a cost effective alternative to ILL. The novel approach 
discussed in this article is the acceptance of stringent digital 
rights management limitations in return for reduced costs.

An email thread on LIBLICENSE-L turned into a 
viable PPV model and the process was documented by 
Sowards.39 The conversation was geared toward solving 
frustrations with Big Deal pricing using a PPV model. The 
author noted that continued access to published research 
materials is a goal shared by librarians and publishers. Over 
the course of the year, the author worked with Multi-Science 
Publishing to create a PPV plan. The article meticulously 
details conversations that shaped the deal, providing an 
interesting look at how partnerships can be formed to solve 
common problems. As a final note, Sowards’s literature 
review was well constructed and covers the depth of articles 
related to PPV, including four articles that merit more than 
a mere mention by Fisher, Kurt, and Gardner; Brown; 
Weicher and Zhang; and Powell.40

Workflows

E-Books

As e-book publishing grows, librarians have developed 
and refined workflows to meet patron demand. E-book 

workflows frequently involve multiple steps and intrade-
partmental collaboration, and are often not linear. Walter’s 
bibliographic essay is an excellent review of published litera-
ture covering various impacts on e-book workflows includ-
ing: availability of scholarly e-books, electronic publication 
delays, licensing, e-book file formats, pricing models, and 
preservation.41 While Walter’s article focuses on challenges, 
the review is not negative and does not recommend aban-
doning e-book acquisition.

Building and Managing eBook Collections, edited by 
Kaplan, is the 184th installment in Neal-Schuman’s How-To-
Do-It Manuals series. This resource is an excellent addition 
to the literature because it provides a comprehensive collec-
tion of articles covering a wide range of topics in the man-
agement of e-book workflows.42 The first of three sections, 
“E-Books in Context,” includes three chapters dedicated 
to outlining the history and development of e-books and 
e-book publishing from industry and library perspectives. 
The second section, “E-Books in Detail,” covers practical 
areas of e-book management such as selection, licensing, 
budgeting, cataloging, and assessment. Six case studies of 
e-book implementations in high school, public, and aca-
demic libraries are included in the third section, “E-Books 
in Practice,” covering topics including marketing, e-book 
readers, staff workflow for managing e-books at a university, 
and managing e-books in an ERM.

Roncevic’s installment of the Library Technology 
Reports series, “E-book Platforms for Libraries,” evaluated 
e-book platforms and provided a comprehensive resource 
for public, academic, and school librarians seeking informa-
tion on where to purchase e-books.43 The author covered 
marketplace issues including corporate structure and busi-
ness models and tied each business model to how it applies 
in public, academic, and school libraries. The bulk of the 
technology report is a comprehensive directory of e-book 
platforms available to libraries; the directory includes infor-
mation such as target market, type of platform, type of 
e-book, subject, backgrounds, business model, and vendor 
websites. The last chapter provided comparative tables to 
give librarians a quick view so they can compare products 
against one another in such areas as scope, technical aspects, 
and business model.

Geller and Roscoe share the experience of selecting, 
processing, and circulating e-books on e-readers at Lesley 
University.44 After a selection process, the Apple iPad and 
Sony PRS-600 were chosen because a library policy pro-
hibited purchasing materials from Amazon, eliminating 
the Kindle. The selection of e-book titles conformed to the 
library’s collection development policies for two of their 
collections, New and Noteworthy and Casual Collections. 
While patron input was solicited, librarians were ultimately 
responsible for selection. Details regarding physical pro-
cessing, circulation, and marketing were discussed, and 
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there was an informative section titled “Lessons Learned.” 
Among the lessons learned, the library discovered that the 
iPad was viewed as a versatile piece of equipment beyond its 
capability as an e-book reader. Patrons preferred the iPad, 
but some found the convenient size of the Sony reader to be 
better suited to e-book reading. Librarians at Lesley intend 
to purchase additional devices to provide library patrons 
with a broader selection of e-readers.

The complicated e-book workflows at the University 
of Tennessee library span six library units, requiring col-
laboration and standardization. Hodge, Manoff, and Watson 
discuss the issues and challenges faced in scaling up e-book 
purchasing to accommodate an e-preferred purchasing envi-
ronment.45 Of particular complexity is the nonlinear nature 
of e-resource workflows with respect to licensing, invoicing, 
establishing access, and ensuring discoverability. The e-book 
workflow was prone to mistakes that could potentially cause 
purchased content to go undiscovered. To mitigate these 
problems, an E-Book Study Group was created to design 
clear and consistent workflows. Among the study group’s 
recommendations was the implementation of a PDA pro-
gram for e-books, addition of standardized language to 
record access terms and restrictions in MARC records, 
establishment and application of a minimum standard 
for record quality to MARC record batch-load processes, 
and elimination of redundant workflows. Workflows were 
designed, implemented, evaluated, and slowly evolved to 
ensure that e-books were available to library patrons.

Beisler and Kurt’s case study conducted at the Uni-
versity of Nevada, Reno revealed that the complexity of 
e-book purchase models had grown, that there was an 
increased demand for e-books, and the workflow spanned 
multiple departments and was prone to communication 
breakdowns.46 In response, the University of Nevada, Reno 
assembled an interdepartmental task force to develop a new 
workflow and tracking system to address discoverability and 
technical service workflow inefficiencies. Significant chal-
lenges were communication breakdowns leading to undesir-
able outcomes, such as uncompleted licenses and improperly 
cataloged e-books. Workgroups were formed to focus on 
workflows, discovery, and ERM management issues. The 
authors outlined a series of questions to be addressed, which 
could be a helpful resource for any library developing or 
revising their e-book workflows. A request tracking system 
was created to provide key functions such as action item 
alerts, status update alerts, and a general communication 
tool. The system was used to gather supporting documents 
used by selection committees, licensing terms, and access 
information to ensure smooth customized workflows and 
efficient movement from ordering to discovery. The authors 
provided a detailed flowchart, visualizing the entire process 
from request to access. The task force’s work enabled the 
University of Nevada, Reno libraries to create the necessary 

workflows for ensuring timely delivery of e-books purchased 
through a variety of acquisitions methods.

Duan and Grace outlined the e-book acquisitions work-
flow used at the Open University, a large online university 
based in the United Kingdom.47 With more than 200,000 
distance education students, the e-book purchasing work-
flows must be efficient and serve the needs of the large 
student population. For Duan and Grace, a simpler method 
for buying e-books was through Big Deals, but they found 
a “long tail” of unused e-books, and excessive expenditures 
on “just in case books.” The library service developed three 
tools to facilitate individual e-book purchases: (1) a series 
of questions to determine how a requested resource will 
be used, (2) a checklist of preferred options on vendor plat-
forms, and (3) a database with a web form front end to track 
the purchase requests received from patrons. These tools 
work together to ensure that the library purchases e-books 
that match patron expectations.

Streaming Video

Duncan and Peterson describe their process for building 
a collection of streaming video by licensing content and 
employing fair use methods at the James Madison University 
library.48 The authors detail, with an emphasis on unique 
and complex issues, all the stages in a streaming video life 
cycle, including acquisition, access, administration, support, 
and evaluation. The acquisition stage mirrors other formats; 
however, due to the cost of streaming video titles, additional 
care is needed to make justifiable choices. The authors rec-
ommend careful evaluation of usage statistics and reliance 
on faculty requests to inform purchase decisions. Licensing 
can be complex because of the many options available, such 
as archival rights, performance rights, etc. In contrast, some 
publishers include simple use terms on an invoice in lieu of 
a license. The authors emphasize the importance of know-
ing what is being purchased and what type of licensing is 
involved, and tracking data in an ERM.

Accounting and Budgeting

Kirk’s book, Balancing the Books: Accounting for Librar-
ians, is a much needed guide on accounting topics for 
librarians. This monograph fills a gap in the literature, in 
library science education, and in continuing education.49 The 
first section discusses responsibilities of acquisition librar-
ians and library directors as typically described in position 
descriptions. Librarians often find themselves responsible 
for accounting and budgeting, a need that has grown more 
acute with declining budgets that require librarians to proj-
ect costs and track expenditures to prevent overspending. In 
this environment, training in accounting principles would 
enable librarians to effectively manage and balance library 
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budgets. Kirk emphasized that outside of libraries, it is not 
common to assign responsibility for maintaining budgets 
to employees who lack formal training in accounting tech-
niques. The author reviewed courses offered by sixty-three 
ALA-accredited library science programs and suggested that 
students interested in acquisitions and budgeting enroll in 
technical services and management courses.

The second section of Kirk’s book provides detailed 
information about principles, philosophy, and practices 
followed in the field of accounting. Kirk introduces Gener-
ally Accepted Accounting Principles (GAAP), a framework 
of rules, adapted for different organizations, that ensures 
adherence to the basic elements of financial accounting. 
Also included is a highly informative discussion on account-
ing regulations, sample balance sheets, and general guide-
lines for federal, private, nonprofit, and publicly supported 
libraries. The chapter focuses on four themes: reporting by 
program, accounting for collections, accounting for invest-
ments, and the financial statement’s relationship to bud-
gets.50 The author introduced the Statement of Financial 
Accounting Concepts no. 8, a framework produced to docu-
ment the context in which accounting takes place, define 
concepts, and outline the purpose of accounting.51 The final 
chapter of this section draws connections between library 
services and accounting practices. Financial accounting 
records provide proof of an organization’s financial activity 
and need to be created and maintained with utmost accu-
racy and integrity. In-depth coverage of acquisitions ledgers 
created in ILSs is presented with an emphasis on planning 
the structure to match reporting requirements.

The final section of Kirk’s book discusses budgeting 
from both a philosophical and practical perspective. The 
author asks readers to consider that budgeting is a plan 
for reaching goals, not a restrictive tool for monitoring the 
library’s basic expenses. When creating a budget, librarians 
should develop a consistent narrative that will concisely jus-
tify budget requests in conjunction with a contingency plan 
for when requests are not fulfilled. Kirk also provides prac-
tical guidance on the principles of good budgeting: clarity, 
accuracy, consistency, and comprehensiveness. She suggests 
cultivating trend analyses and research to inform current 
and future budget projections and planning. Kirk includes 
common library budget challenges in her examples, offers 
suggestions for managing inflation, and poses considerations 
for cancellations.

Albitz and Brennan’s book chapter, “Budgeting for 
E-Books,” published in Building and Managing E-Book Col-
lections: A How-To-Do-It Manual for Librarians, addresses 
the complex nature of purchasing models and the challenge 
of allocating funds to support PDA, subscriptions, one-time 
purchases, Big Deal e-book packages, and single firm order 
acquisitions.52 The authors make an interesting observation 
that unlike e-journal options, which started out as a free 

add-on feature to print subscriptions, e-books were always 
a separately sold product. Like e-journals, e-books are often 
sold with some type of continuing fee, as in the case of a sub-
scription Big Deal for e-books, or a maintenance/platform 
fee for e-books purchased outright. Clearly, this diverges 
from print monograph acquisitions budgeting techniques, 
where an expense occurs once and the transaction is com-
plete. The chapter discusses budgeting for PDA and ways to 
control costs, such as limiting the number of bibliographic 
records loaded into to the library catalog, placing cost lim-
its, and implementing some form of librarian mediation of 
purchases. The chapter concludes with a brief discussion 
centered on strategies for funding e-book acquisitions, not-
ing that while e-books have higher initial costs and represent 
a larger drain on collection budgets, studies have found that 
processing costs and staff time are reduced when moving to 
e-book acquisitions.

Licensing

Ashmore, Grogg, and Weddle’s book, The Librarian’s Guide 
to Negotiation, is a practical guide to developing negotiation 
skills.53 This book can help bridge the gap between what is 
covered in library school and the skills expected of an acqui-
sitions professional. The first chapter introduces librarians 
to language used in business negotiations; techniques from 
well-known books such as The Power of Nice, Getting to Yes, 
and Start with No are reviewed and translated into terms 
relevant to librarians. The authors draw from the expertise 
of librarians, vendors, publishers, and consortia managers 
to compile practical advice, helpful checklists, and pointers. 
The experts urge librarians to address any anxieties, which 
likely emanate from the unknown, by reading library litera-
ture and seeking continuing education and mentorships.

Negotiation strategies to use in an economic downturn 
are outlined, including when it is appropriate to play hard-
ball and how to do so in a respectful and productive manner. 
The concept of ordered flexibility, that is, knowing when 
and how to make a decisive action, is discussed as a tool for 
improving negotiation skills. Chapter 5 is written for librar-
ians who negotiate with government officials for budget 
allocations, but many of the concepts can be applied broadly. 
Negotiating from a position of strength is important, and 
the authors note that strength is developed through compre-
hensive preparation. Strength is also built by becoming an 
active member in the community and being responsive to 
the community’s needs.

The consolidation of publishers and vendors around 
a few large companies further exacerbates the challenges 
to successful negotiation for library materials. The authors 
remind librarians that they are not necessarily in weak nego-
tiating positions simply because they are acquiring unique 
items, as academic libraries are the core customer base for 
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many publishers. Chapter 7 provides strategies for negotiat-
ing in this environment, where Big Deals and monopoly-like 
competitive structures dominate. The authors point out 
that Big Deals offer an opportunity for strong negotiation, 
especially when done in collaboration with a consortium. 
While Big Deals may seem like a fixture, the authors cite 
the rejection of Big Deal packages by Cornell libraries and 
the Triangle Research Library Network consortium, and 
note that in a Big Deal negotiation, one of the most powerful 
tools is the ability to walk away.

Chapter 8 introduces the idea that negotiation does not 
end when a deal is finalized, and continues through into 
the management of acquired e-resources. This negotiation 
occurs internally between library staff members. Collins 
advises, “negotiation often manifests itself as management 
of political nuance, perception, and expectation with the 
organization.”54 In a similar vein to chapter 8, chapter 9 
reminds readers that negotiations occur even in situations 
that do not involve financial resources. When using open 
source products, local expertise is often needed for success-
ful implementation. This chapter covers negotiations for the 
costs associated with free resources such as implementation, 
maintenance, processing, and marketing. The authors also 
define open source and Open Access, and launch into an 
interesting discussion on negotiation in open communities.

Albitz and Brennan’s book chapter, “Licensing of 
E-books,” published in Building and Managing E-Book Col-
lections: A How-To-Do-It Manual for Librarians, provides an 
overview of licensing issues of particular concern for e-books, 
such as platform choice, license types (i.e., unlimited user, 
nonlinear lending, single user), ILL terms, use terms, and 
preservation.55 The section on permitted uses, which differ 
from those for print books, is particularly helpful in under-
standing how copyright law applies to e-books. For example, 
the first sale doctrine does not apply equally to e-books, and 
may often be compromised by the terms of license agree-
ments.56 The authors argue that in addition to legal issues, 
contract law limiting permitted uses is common because of 
the publisher concerns about piracy and a fundamental shift 
toward defining book chapters as the commodity.

The Primary Research Group regularly publishes sur-
veys of topics relevant to acquisitions librarianship. The 
Survey of Scholarly Journal Licensing and Acquisition 
Practices published in 2012 presents a thorough account 
of questions and responses covering topics ranging from 
Big Deals to pricing and Open Access.57 The report details 
the research method and questionnaire and discusses the 
characteristics of the sample. The Survey of Library Data-
base Licensing Practices, 2012 and 2013 editions, follows 
the same pattern of presenting detailed information on the 
research method, questionnaire and sample characteristics 
as well as providing valuable insight into database licensing 
practices.58 Additionally, the report provides information on 

mobile device use, staff time dedicated to database manage-
ment, and many other relevant topics.

Acquisitions and Electronic Resource 
Management Tools

ERM Systems

ERMs and how they can improve the e-resources workflow 
continue to be popular topics at the annual Charleston 
Conference. Appleton and Reagan investigated methods for 
streamlining workflows, with particular attention to using 
an automated alert system to improve communication and 
transparency in e-resources management.59 England, Fu, 
and Miller described their use of Six Sigma, a business pro-
cess management solution.60 Six Sigma is based on a statisti-
cal method used to evaluate a process and make data driven 
improvements in quality by reducing the number of errors.61 
By applying concepts from Six Sigma, the authors enabled 
small workflow adjustments resulting in improved patron 
satisfaction. Similarly, Brett, Castro, and Vacek discussed 
the importance of improving communication between vari-
ous stakeholders in the e-resource acquisitions workflow 
through the use of a web portal.62 Langhurst, Marien, and 
Schmidt discussed the important work that occurs after an 
ERM implementation.63 The authors reported how the Uni-
versity of Notre Dame handled the post-development steps 
needed to align workflows with CORAL, an open source 
product created by Notre Dame’s Hesburgh Libraries.64 
For example, cataloging workflows fell outside of CORAL, 
prompting the development of an area of CORAL for track-
ing MARC record loads.

NASIG annual conferences featured several presenta-
tions discussing ERM implementations.65 England con-
ducted a survey and found that librarians were managing 
local administrative data such as FTEs, internal contacts, 
and IP addresses with shared drives on computer networks. 
The presentation continued with a description of how Eng-
land adapted an existing ERM record to store administrative 
data. McQuillan reported on the ERM Data Standards in 
Best Practices Review Steering Committee, a subgroup of 
the National Information Standards Organization (NISO). 
The author noted several areas that were under review, such 
as link resolvers and knowledge bases, work, manifestations, 
and access points; cost and usage related data license terms; 
and data exchange using institutional identifiers.66 McQuil-
lan then discussed standards and other issues for each of the 
aforementioned categories; a paper outlining final recom-
mendations can be obtained on the NISO webpage.67 Imre, 
Hartnett, and Hiatt presented CORAL implementations 
from three different university libraries. Each author dis-
cussed the processes undertaken at their library, the selec-
tion, implementation, and future developments. What is most 
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interesting about this paper is that the three implementations 
followed different paths, yet accomplished similar goals.

Hartnett et al. presented their experiences with imple-
menting e-resource management systems; they detail two 
failed attempts and their success with CORAL.68 Texas 
A&M (TAMU) is the flagship institution in a group of four-
teen campuses, which required a system that could handle 
consortial purchases in addition to their own acquisitions. 
The library had intended to implement a commercial sys-
tem, but the implementation team failed to make measur-
able progress and the ERM subscription was canceled. 
TAMU’s next choice was the Gold Rush system created by 
the Colorado Alliance of Research Libraries, which lacked 
the robust features necessary to manage large collections. At 
this point, the library decided to follow a thorough selection 
process to avoid investing additional time in systems that 
failed to meet expectations. As the selection team reviewed 
the literature, implementation case studies, and vendor sup-
plied data, CORAL quickly rose to the top of the pool. The 
authors then discuss the implementation of each module. 
The implementation team organized training sessions for 
everyone who would be required to use CORAL. Lastly, the 
authors sent a short survey to training session attendees and 
of eleven responses, five of the six respondents who have 
used CORAL since the training session are involved with 
e-resource management. The authors discovered that the 
intended target audience outside of e-resource management 
staff was not reached.

Jensen described the creation of an ERM system based 
on Google Sites implemented at the University of Alaska 
Fairbanks (UAF).69 The library used many technologies to 
manage their e-resources collections, including a commercial 
ERM, a trouble ticket system, a web-based database, spread-
sheets, a network computer system, and email. The UAF 
library lacked a dedicated position for e-resources manage-
ment and required a management system that was easy to 
access and capable of serving multiple library departments. 
The library first attempted to implement a system created 
using Drupal and found that the searching capabilities were 
not as robust as desired and various pieces of data generated 
during the e-resources life cycle were not integrated. The 
library then chose to move to a major vendor system, but 
discovered that the ERM was too difficult to use and lacked 
some of the necessary features. This led to the development 
of an ERM on Google Sites that met their e-resources man-
agement needs. The author discussed Google Sites’ helpful 
features, including renewal notifications via Google Calen-
dar, the ability to see site changes by looking at the revision 
history and create websites to share administrative informa-
tion and document workflows, and most importantly, the 
presence of a Google search box. The Google Sites solution is 
also useful because it does not require specialized knowledge 
of computer programming to manage the ERM.

Purchase Request Management Systems

Many papers in the acquisitions field focus on the early stages 
of the acquisitions process, such as licensing and purchase 
models. Studies that address the final stages of the acquisi-
tions process typically focus on usage statistics as a means 
of analyzing the effectiveness of purchasing models such as 
PDA or Big Deal packages. McMullen and Gray focus on the 
implementation of a service designed to inform requestors 
when the requested items are available in the library.70 The 
library had complicated, time-consuming, and antiquated 
protocols for generating PDF lists of new acquisitions from 
the ILS. Through a process of iterative changes, the library 
developed a current awareness service on an RSS feed plat-
form. While this advancement was helpful, its major pitfall 
was the technology barrier that it presented to those unfa-
miliar with RSS feeds. The finalized service would allow 
requesters to track their requests through a department 
website dynamically generated by feeds from the ILS. This 
system requires catalogers to enter a four letter code from an 
existing system used to tie fund codes to academic depart-
ments in the ILS into a 945 MARC field, which is a field that 
can be locally customized. When placed in the 945 field, the 
codes created a unique text string used by a script designed 
to pull information from the ILS through the Z39.50 connec-
tions and publish it to a website. This system allows request-
ers to track their books after the order was placed even if a 
book falls outside the discipline normally requested. This is 
accomplished by using the 945 field to note the requester’s 
department, rather than the book’s subject. The authors 
found that the current awareness service was well used, as 
indicated by Google Analytics and anecdotal evidence.

Downey described Kent State University Libraries’ 
implementation of a locally designed system, named Pre-
ILS, to manage the steps of an e-resource workflow that 
occurs before a record is created in an ILS.71 One of the 
complaints Pre-ILS addressed was the avalanche of emails 
required to move an e-resource request through the trial 
to access process. The library had used many disparate sys-
tems including the ERM, ILS, spreadsheets, and email, and 
cobbled them together to manage the workflow in a way that 
was prone to communication breakdowns. Several meetings 
were convened to develop working requirements for the 
system and to plan the development and implementation 
of Pre-ILS. The system is intended to be used by selectors 
as a place to request pricing information, review resources, 
store trial feedback, and approve purchases. As a resource 
moves through the acquisition stages, each stakeholder is 
notified of progress. An interesting feature of the system is 
the ability to offer five different levels of user access, from 
level one (view-only access open to the public) through level 
five (access reserved for decision-makers). Pre-ILS was not 
developed on an open platform and cannot be easily shared.
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Yang and Hung, affiliated with the Department of 
Information Management at Nanhua University, Taiwan, 
developed an innovative approach to gathering patrons’ 
book recommendations through data mining and algorithm 
development.72 The authors noted in their technical paper 
that book recommendation workflows are often complicated 
and require significant staff intervention causing long waits 
for books, and are often not well marketed to patrons. The 
authors created an innovative electronic system that uses 
text mining of user search input from failed searches in 
the library catalog and generates a purchase list from the 
mined data. The recommended prototype was well tested 
and appeared to be an innovative method for mining patron 
search queries to create a recommend for purchase list.

Conclusion

Purchasing models saw rapid changes in the period from 
2012–13, generating several publications. Interest in firm 
order purchasing and approval plans waned during this 
review period, and was refocused on consortial purchases, 
PDA, and DDA. Consortial purchasing is a popular topic in 
the literature covering Big Deal packages and PDA/DDA 
pilot programs. While some libraries, such as the University 
of California Libraries and Southern Illinois University-
Carbondale have cancelled Big Deals, ARL surveys have 
revealed the deep and persistent presence of Big Deals in 
the library market, especially in the consortial arena. Inter-
est in PDA and DDA continues to grow and implementation 
reports are widely shared, creating a robust body of pub-
lished literature. As this literature review has shown, studies 
have been conducted to determine the utility of PDA. Many 
have found that PDA offers a way for libraries to allow direct 
input from patrons in the selection of materials, which often 
has a positive impact on circulation rates and has been used 
as a tool to control spending. PDA models have evolved to 
include e-book readers such as the Amazon Kindle. The 
literature has also demonstrated a growing interest in Evi-
dence-Based Selection as an alternative to PDA, and PPV 
programs such as ReadCube and “Get it Now” as alterna-
tives to Big Deal packages.

Advancing technology has proven to be a challenge and 
opportunity in the acquisitions field. The challenges include: 
increasingly complicated workflows, licensing challenges, 
rising interest in e-books on dedicated e-reader devices, 
growing reliance on streaming media, and an expanding 
array of purchase models for electronic content. These chal-
lenges have opened opportunities to leverage technology 
to improve workflows and ultimately patron satisfaction 
through the acquisition and delivery of needed research 
materials. Innovative solutions include the pre-ILS system 
developed at Kent State University, an ERM system built 

on Google Sites, and a book acquisitions recommendation 
model developed at the University of Taiwan.73 CORAL 
implementations are commonly discussed in the literature 
and 2012–13 saw growing interest in improving CORAL and 
improving workflows with the goal of increasing efficiency 
and in turn improving patron satisfaction. An underlying 
theme of library technology is the basic need to improve 
communications, whether it be between library employees, 
vendors, or patrons. New purchasing models require new 
workflows and new workflows necessitate the development 
of workflow management tools. This literature review has 
shown how these areas are interconnected and growing.

References and Notes

1. Barbara S. Dunham and Trisha L. Davis, “Literature of 
Acquisitions Review, 1996–2003,” Library Resources & 
Technical Services 52, no. 4 (2008): 238–53, http://dx.doi 
.org/10.5860/lrts.52n4.238; Barbara S. Dunham and Tri-
sha L. Davis, “Literature of Acquisitions Review, 2004–7,” 
Library Resources & Technical Services 53, no. 4 (2011): 
231–42, https://journals.ala.org/lrts/article/view/5181/6287; 
Jeanne Harrell, “Literature of Acquisitions Review, 2008-
9,” Library Resources & Technical Services 56, no. 1 (2012): 
4–13, https://journals.ala.org/lrts/article/view/5493/6740; Paul 
D. Moeller, “Literature of Acquisitions Review, 2010–11,” 
Library Resources & Technical Services 57, no. 2 (2013): 
87–99, http://dx.doi.org/10.5860/lrts.57n1.87. 

2. Moeller, “Literature of Acquisitions Review, 2010–11,” 87–99.
3. Tony G. Horava, “Direct Ordering by Subject Librarians in 

a Vendor System: A Case Study,” Partnership: The Canadian 
Journal of Library & Information Practice & Research 7, no. 
1 (2012): 1–11, https://journal.lib.uoguelph.ca/index.php/perj/
article/view/1723/2472#.VgAO5t9VhBc.

4. Rita M. Cauce, “Where’s Professor Watt’s Request? Stream-
lining to a Paperless Acquisitions Workflow,” in Something’s 
Gotta Give: Charleston Conference Proceedings, 2011, edited 
by Beth R. Bernhardt, Leah H. Hinds, and Katina P. Strauch 
(West Lafayette: Purdue University Press, 2012), 446–49. 

5. Sarah Forzetting, Gabrielle Wiersma, and Leslie Eager, 
“Managing E-Book Acquisition: The Coordination of ‘P’ and 
‘E’ Publication Dates,” Serials Librarian 62, no. 1–4 (2012): 
200–205, http://dx.doi.org/10.1080/0361526X.2012.652921. 

6. Gabrielle Wiersma, “What’s the Delay? Managing E and 
P Publication Dates,” Library Collections Acquisitions, & 
Technical Services 37, no. 1 (2013): 13–18, http://dx.doi 
.org/10.1016/j.lcats.2013.03.001.

7. Rob Kairis, “A Subject-Based Shared Approval Plan for Con-
sortia Purchasing of US University Press Books,” Library 
Collections, Acquisitions, & Technical Services 36, no. 1 
(2012): 30–38, http://dx.doi.org/10.1016/j.lcats.2012.03.002; 
Wen-Ying Lu and Mary Beth Chambers, “PDA Consor-
tium Style,” Library Resources & Technical Services 57, 

http://dx.doi.org/10.5860/lrts.52n4.238
http://dx.doi.org/10.5860/lrts.52n4.238
https://journals.ala.org/lrts/article/view/5181/6287
https://journals.ala.org/lrts/article/view/5493/6740
http://dx.doi.org/10.5860/lrts.57n1.87
http://dx.doi.org/10.1080/0361526X.2012.652921
http://dx.doi.org/10.1016/j.lcats.2013.03.001
http://dx.doi.org/10.1016/j.lcats.2013.03.001
http://dx.doi.org/10.1016/j.lcats.2012.03.002


 LRTS 60(3) Literature of Acquisitions in Review, 2012–13  179

no. 3 (2013): 164–78, http://dx.doi.org/10.5860/lrts.57n3.164; 
Jodi Shepherd and Marc Langston, “Shared Patron Driv-
en Acquisition of E-Books in the California State Uni-
versity Library Consortium,” Library Collections Acquisi-
tions & Technical Services 37, no. 1–2 (2013): 34–41, http://
dx.doi.org/10.1016/j.lcats.2013.08.001; Jeanne Richardson, 
“The Arizona Universities Library Consortium Patron-Driv-
en E-Book Model,” Insights: The UKSG Journal 26, no. 4 
(2013): 66–69, http://dx.doi.org/10.1629/2048-7754.26.1.66; 
Lynn Wiley and Elizabeth Clarage, “Building on Success: 
Evolving Local and Consortium Purchase-on-Demand Pro-
grams,” Interlending & Document Supply 40, no. 2 (2012): 
105–10, http://dx.doi.org/10.1108/02641611211239588; Jill 
Emery, “The Demand Driven Acquisitions Pilot Project 
by the Orbis Cascade Alliance: An Interview with Mem-
bers of the Demand Driven Acquisitions Implementation 
Team,” Serials Review 38, no. 2 (2012): 132–36, http://dx.doi 
.org/10.1016/j.serrev.2012.04.008; Xan Arch et al., “By Pop-
ular Demand: Building a Consortial Demand-Driven Pro-
gram,” in Something’s Gotta Give: Charleston Conference 
Proceedings, 2011, edited by Beth R. Bernhardt, Leah H. 
Hinds, and Katina P. Strauch (West Lafayette: Purdue Uni-
versity Press, 2012); Connie Stovall, Leslie O’Brien, and 
Edward Lener, “Virginia Tech’s Participation in ASERL’s 
Cooperative Print Journal Retention Project” in Something’s 
Gotta Give: Charleston Conference Proceedings, 2011, edited 
by Beth R. Bernhardt, Leah H. Hinds, and Katina P. Strauch 
(West Lafayette: Purdue University Press, 2012). 

8. Kate Davis et al., “Shared Patron-Driven Acquisition with-
in a Consortium: The OCUL PDA Pilot,” Serials Review 
38, no. 3 (2012): 183–87, http://dx.doi.org/10.1016/j 
.serrev.2012.08.002; Tony Horava, “Today and in Perpetu-
ity: A Canadian Consortial Strategy for Owning and Hosting 
Ebooks,” Journal of Academic Librarianship 39, no. 5 (2013): 
423–28, http://dx.doi.org/10.1016/j.acalib.2013.04.001; Xia-
oxia Yao, “Evaluation and Promotion: The Cooperative Pur-
chase Experience of Academic Libraries in China,” Library 
Collections, Acquisitions, & Technical Services 36, no. 3 
(2012): 97–106, http://dx.doi.org/10.1016/j.lcats.2012.05.003.

9. Sarah Kalikman Lippincott et al., “Librarian, Publisher, 
and Vendor Perspectives on Consortial E-Book Purchasing: 
The Experience of the TRLN Beyond Print Summit,” Seri-
als Review 38, no. 1 (2012): 3–11, http://dx.doi.org/10.1016/j 
.serrev.2011.12.003; Leslie Button et al., “Reducing Uninten-
tional Duplication: Adventures and Opportunities in Cooper-
ative Collection Development,” in Something’s Gotta Give: 
Charleston Conference Proceedings, 2011, edited by Beth 
R. Bernhardt, Leah H. Hinds, and Katina P. Strauch (West 
Lafayette: Purdue University Press, 2012). 

10. George Machovec, “Library Consortia: The Big Picture,” 
Journal of Library Administration 53, no. 2–3 (February 
2013): 199–208, http://dx.doi.org/10.1080/01930826.2013.8
53504.

11. Jill Emery and Bonnie Parks, “The Demand Driven Acquisi-
tions Pilot Project by the Orbis Cascade Alliance: An Inter-
view with Members of the Demand Driven Acquisitions 
Implementation Team,” Serials Review 38, no. 2 (June 2012): 
132–36, http://dx.doi.org/10.1016/j.serrev.2012.04.008.

12. Xan Arch et al., “By Popular Demand.” 
13. Davis et al., “Shared Patron-Driven Acquisition within a Con-

sortium,” 183–87. 
14. Kenneth Frazier, “What’s the Big Deal?,” Serials Librar-

ian 48, no. 1 (2005): 49–59, http://dx.doi.org/10.1300/
J123v48n01_06; Theodore C. Bergstrom, “Librarians and 
the Terrible Fix: Economics of the Big Deal,” Serials 23, 
no. 2 (2010): 77–82, http://search.proquest.com.jproxy.lib 
.ecu.edu/docview/753822310?accountid=10639; David Nich-
olas et al., “What Deep Log Analysis Tells Us about the 
Impact of Big Deals: Case Study OhioLINK,” Journal of 
Documentation 62, no. 4 (2006): 482–508, http://dx.doi 
.org/10.1108/00220410610673864. 

15. Jeffrey N. Gatten and Tom Sanville, “An Orderly Retreat 
from the Big Deal: Is it Possible for Consortia?,” D-Lib Mag-
azine 10, no. 10 (2004), www.dlib.org; Rickey D. Best, “Is the 
“Big Deal” Dead?,” Serials Librarian 57, no. 4 (2009): 353–
63, http://search.proquest.com.jproxy.lib.ecu.edu/docview/5
7691425?accountid=10639; Nancy J. Gibbs, “Walking Away 
from the ‘Big Deal’: Consequences and Achievements,” Seri-
als 18, no. 2 (2005): 89–93, http://search.proquest.com.jproxy 
.lib.ecu.edu/docview/57614754?accountid=10639.

16. “UC Libraries Discontinue Taylor & Francis Systemwide 
Journals License,” California Digital Library website, July 3, 
2013, accessed December 27, 2015, www.cdlib.org/cdlinfo/ 
2013/07/03/uc-libraries-discontinue-taylor-francis-systemwide 
-journals-license/; Jonathan Nabe and David C. Fowler, 
“Leaving the ‘Big Deal’: Consequences and Next Steps,” Seri-
als Librarian 62, no. 1–4 (2012): 59–72, http://dx.doi.org/10.1
080/0361526X.2012.652524.  

17. Mike McGrath, “Fighting Back Against the Big Deals: 
A Success Story from the UK,” Interlending & Docu-
ment Supply 40, no. 4 (2012): 178–86, http://dx.doi.org/ 
10.1108/02641611211283831. 

18. Karla L. Strieb and Julia C. Blixrud, “The State of Large-Pub-
lisher Bundles in 2012,” Research Library Issues: A Report 
from ARL, CNI, and SPARC no. 282 (2013): 13–20, http://
publications.arl.org/rli282.

19. Beth Ashmore, Jill E. Grogg, and Jeff Weddle, The Librari-
an’s Guide to Negotiation Winning Strategies for the Digital 
Age (Medford: Information Today, 2012), 144.

20. Julia Proctor, “Avoiding Ebook ‘Big Deals”: Alternatives to 
Ebook Backlists,” New Library World 114, no. 7–8 (2013): 
301–7, http://dx.doi.org/10.1108/NLW-02-2013-0018.

21. Robert W Boissy et al., “Is the ‘Big Deal’ Dying?,” Serials 
Review 38, no. 1 (2012): 36–45, http://dx.doi.org/10.1016/j 
.serrev.2011.12.012. 

22. Ibid., 42.

http://dx.doi.org/10.5860/lrts.57n3.164
http://dx.doi.org/10.1016/j.lcats.2013.08.001
http://dx.doi.org/10.1016/j.lcats.2013.08.001
http://dx.doi.org/10.1629/2048-7754.26.1.66
http://dx.doi.org/10.1108/02641611211239588
http://dx.doi.org/10.1016/j.serrev.2012.04.008
http://dx.doi.org/10.1016/j.serrev.2012.04.008
http://dx.doi.org/10.1016/j.serrev.2012.08.002
http://dx.doi.org/10.1016/j.serrev.2012.08.002
http://dx.doi.org/10.1016/j.acalib.2013.04.001
http://dx.doi.org/10.1016/j.lcats.2012.05.003
http://dx.doi.org/10.1016/j.serrev.2011.12.003
http://dx.doi.org/10.1016/j.serrev.2011.12.003
http://dx.doi.org/10.1080/01930826.2013.853504
http://dx.doi.org/10.1080/01930826.2013.853504
http://dx.doi.org/10.1016/j.serrev.2012.04.008
http://dx.doi.org/10.1300/J123v48n01_06
http://dx.doi.org/10.1300/J123v48n01_06
http://search.proquest.com.jproxy.lib.ecu.edu/docview/753822310?accountid=10639
http://search.proquest.com.jproxy.lib.ecu.edu/docview/753822310?accountid=10639
http://dx.doi.org/10.1108/00220410610673864
http://dx.doi.org/10.1108/00220410610673864
http://www.dlib.org
http://search.proquest.com.jproxy.lib.ecu.edu/docview/57691425?accountid=10639
http://search.proquest.com.jproxy.lib.ecu.edu/docview/57691425?accountid=10639
http://search.proquest.com.jproxy.lib.ecu.edu/docview/57614754?accountid=10639
http://search.proquest.com.jproxy.lib.ecu.edu/docview/57614754?accountid=10639
http://www.cdlib.org/cdlinfo/2013/07/03/uc-libraries-discontinue-taylor-francis-systemwide-journals-license/
http://www.cdlib.org/cdlinfo/2013/07/03/uc-libraries-discontinue-taylor-francis-systemwide-journals-license/
http://www.cdlib.org/cdlinfo/2013/07/03/uc-libraries-discontinue-taylor-francis-systemwide-journals-license/
http://dx.doi.org/10.1080/0361526X.2012.652524
http://dx.doi.org/10.1080/0361526X.2012.652524
http://dx.doi.org/10.1108/02641611211283831
http://dx.doi.org/10.1108/02641611211283831
http://publications.arl.org/rli282/
http://publications.arl.org/rli282/
http://dx.doi.org/10.1108/NLW-02-2013-0018
http://dx.doi.org/10.1016/j.serrev.2011.12.012
http://dx.doi.org/10.1016/j.serrev.2011.12.012


180  Dresselhaus LRTS 60(3)  

23. Ibid., 41. 
24. Terry Bucknell, “Buying by the Bucketful: A Compar-

ative Study of E-Book Acquisition Strategies,” Insights: 
The UKSG Journal 25, no. 1 (2012): 51–60, http://dx.doi 
.org/10.1629/2048-7754.25.1.51.

25. Mark England and Rick Anderson, “Patron-Driven Acquisi-
tion of Journal Articles Using ReadCube at the University of 
Utah,” Insights: The UKSG Journal 26, no. 3 (2013): 267–71, 
http://dx.doi.org/10.1629/2048-7754.77.

26. Debbi Dinkins, “Individual Title Requests in PDA Collec-
tions: A Small University Library’s Experience,” College & 
Research Libraries News 73, no. 5 (2012): 249, http://crln 
.acrl.org/content/73/5/249.full.pdf+html; Rebecca Schroed-
er, “When Patrons Call the Shots: Patron-Driven Acquisition 
at Brigham Young University,” Collection Building 31, no. 1 
(2012): 11–14, http://dx.doi.org/10.1108/01604951211199128.

27. Suzanne M. Ward, Guide to Implementing and Managing 
Patron-Driven Acquisitions (Chicago: ALCTS, 2012).

28. Dee Ann Allison, The Patron-Driven Library: A Practical 
Guide for Managing Collections and Services in the Digital 
Age (Oxford: Chandos, 2013).

29. Karen S. Fischer et al., “Give ‘Em what they Want: A One-
Year Study of Unmediated Patron-Driven Acquisition of 
E-Books,” College & Research Libraries 73, no. 5 (2012): 469-
492, http://dx.doi.org/10.5860/crl-297.

30. David McCaslin, “Collection Building through Patrons: 
Caltech Library’s Kindle Program,” Collection Management 
38, no. 3 (2013): 172–91, http://dx.doi.org/10.1080/01462679 
.2013.792308. 

31. Ibid., 83.
32. David C. Tyler et al., “Patron-Driven Acquisition and Circu-

lation at an Academic Library: Interaction Effects and Cir-
culation Performance of Print Books Acquired Via Librari-
ans’ Orders, Approval Plans, and Patrons’ Interlibrary Loan 
Requests,” Collection Management 38, no. 1 (2013): 3–32, 
http://dx.doi.org/10.1080/01462679.2012.730494.

33. William H. Walters, “Patron-Driven Acquisition and the Edu-
cational Mission of the Academic Library,” Library Resources 
& Technical Services 56, no. 3 (2012): 199–213, http://dx.doi 
.org/10.5860/lrts.56n3.199.

34. Merinda McLure and Amy Hoseth, “Patron-Driven E-Book 
use and Users’ E-Book Perceptions: A Snapshot,” Collec-
tion Building 31, no. 4 (2012): 136–47, http://dx.doi.org/ 
10.1108/01604951211274043.

35. Ibid., 139.
36. Bucknell, “Buying by the Bucketful,” 51-60. 
37. Nathan Hosburgh, “Getting the Most Out of Pay-Per-View: 

A Feasibility Study and Discussion of Mediated and Unme-
diated Options,” Journal of Electronic Resources Librarian-
ship 24, no. 3 (2012): 204, http://dx.doi.org/10.1080/194112
6X.2012.706112.

38. England and Anderson, “Patron-Driven Acquisition of Jour-
nal Articles,” 267–71.

39. Steven W. Sowards, “Library-Publisher Experimentation and 
Partnership in Alternative Models for Journal Content,” The 
Serials Librarian 65, no. 3–4 (2013): 309, http://dx.doi.org/10 
.1080/0361526X.2013.837858.

40. Erin S. Fisher, Lisa Kurt, and Sarah Gardner, “Exploring 
Patron-Driven Access Models for E-journals and E-books,” 
Serials Librarian 62, no. 1–4 (2012): 164–68, http://dx.doi.org/ 
10.1080/0361526X.2012.652913; Heather L. Brown, “Pay-
Per-View in Interlibrary Loan: A Case Study,” Journal of 
the Medical Library Association: JMLA 100, no. 2 (2012): 
98–103, http://dx.doi.org/10.3163/1536-5050.100.2.007; Mau-
reen Weicher and Tia Xiao Zhang, “Unbundling the ‘Big 
Deal’ with Pay-Per-View of E-Journal Articles,” Serials 
Librarian 63, no. 1 (2012): 28, http://dx.doi.org/10.1080/0361
526X.2012.688167; Allen Powell, “Navigating the New Norm: 
Vendor, Publisher, and Librarian Strategies to Cope with the 
Changing Information Industry,” Journal of Library Admin-
istration 52, no. 5 (2012): 370, http://dx.doi.org/10.1080/0193
0826.2012.701112.

41. William H. Walters, “E-Books in Academic Libraries: Chal-
lenges for Acquisition and Collection Management,” portal: 
Libraries & the Academy 13, no. 2 (2013): 187–211, http://
dx.doi.org/10.1353/pla.2013.0012.

42. Richard Kaplan, ed., Building and Maintaining E-Book Col-
lections: A How-To-Do-It Manual for Librarians (Chicago: 
Neal-Schuman, 2012).

43. Mirela Roncevic, “E-book Platforms for Libraries,” Library 
Technology Reports 49, no. 3 (2013): 5–43, https://journals 
.ala.org/ltr/issue/view/130.

44. Marilyn Geller and Linda Roscoe, “Accessing and Circulat-
ing E-Books with E-Readers—Lesley University,” in Building 
and Managing E-Book Collections: A How-To-Do-It Manu-
al for Librarians, edited by Richard Kaplan (Chicago: Neal-
Schuman, 2012), 171–76.

45. Valeria Hodge, Maribeth Manoff, and Gail Watson, “Provid-
ing Access to E-Books and E-Book Collections: Struggles and 
Solutions,” Serials Librarian 64, no. 1–4 (2013): 200–205, 
http://dx.doi.org/10.1080/0361526X.2013.760411.

46. Amalia Beisler and Lisa Kurt, “E-Book Workflow from Inqui-
ry to Access: Facing the Challenges to Implementing E-Book 
Access at the University of Nevada, Reno,” Collaborative 
Librarianship 4, no. 3 (2012): 96–116, http://collaborativelib 
rarianship.org/index.php/jocl/article/viewArticle/188.

47. Sharon Duan and Claire Grace, “E-Book Purchasing: The 
Open University’s Experience,” Insights: The UKSG Jour-
nal 26, no. 3 (2013): 250–55, http://dx.doi.org/10.1629/2048 
-7754.100.

48. Cheri Duncan and Erika Peterson, “You Ought to be in Pic-
tures: Bringing Streaming Video to Your Library,” in Some-
thing’s Gotta Give: Charleston Conference Proceedings, 2011, 
ed. Beth R. Bernhardt, Leah H. Hinds, and Katina P. Strauch 
(West Lafayette: Purdue University Press, 2012). 

49. Rachel A. Kirk, Balancing the Books: Accounting for 

http://dx.doi.org/10.1629/2048-7754.25.1.51
http://dx.doi.org/10.1629/2048-7754.25.1.51
http://dx.doi.org/10.1629/2048-7754.77
http://crln.acrl.org/content/73/5/249.full.pdf+html
http://crln.acrl.org/content/73/5/249.full.pdf+html
http://dx.doi.org/10.1108/01604951211199128
http://dx.doi.org/10.5860/crl-297
http://dx.doi.org/10.1080/01462679.2013.792308
http://dx.doi.org/10.1080/01462679.2013.792308
http://dx.doi.org/10.1080/01462679.2012.730494
http://dx.doi.org/10.5860/lrts.56n3.199
http://dx.doi.org/10.5860/lrts.56n3.199
http://dx.doi.org/10.1108/01604951211274043
http://dx.doi.org/10.1108/01604951211274043
http://dx.doi.org/10.1080/1941126X.2012.706112
http://dx.doi.org/10.1080/1941126X.2012.706112
http://dx.doi.org/10.1080/0361526X.2013.837858
http://dx.doi.org/10.1080/0361526X.2013.837858
http://dx.doi.org/10.1080/0361526X.2012.652913
http://dx.doi.org/10.1080/0361526X.2012.652913
http://dx.doi.org/10.3163/1536-5050.100.2.007
http://dx.doi.org/10.1080/0361526X.2012.688167
http://dx.doi.org/10.1080/0361526X.2012.688167
http://dx.doi.org/10.1080/01930826.2012.701112
http://dx.doi.org/10.1080/01930826.2012.701112
https://journals.ala.org/ltr/issue/view/130
https://journals.ala.org/ltr/issue/view/130
http://dx.doi.org/10.1080/0361526X.2013.760411
http://collaborativelibrarianship.org/index.php/jocl/article/viewArticle/188
http://collaborativelibrarianship.org/index.php/jocl/article/viewArticle/188
http://dx.doi.org/10.1629/2048-7754.100
http://dx.doi.org/10.1629/2048-7754.100


 LRTS 60(3) Literature of Acquisitions in Review, 2012–13  181

Librarians (Santa Barbara: Libraries Unlimited, 2013).
50. Ibid., 45.
51. Financial Accounting Standards Board, “Statement of Finan-

cial Accounting Concepts No. 8,” accessed September 19, 
2015, www.fasb.org/jsp/FASB/Document_C/DocumentPage
?cid=1176157498129&acceptedDisclaimer=true.

52. Becky Albitz and David Brennan, “Budgeting for E-Books,” 
in Building and Managing E-Book Collections: A How-To-
Do-It Manual for Librarians, edited  by Richard Kaplan (Chi-
cago: Neal-Schuman, 2012), 85–94. 

53. Beth Ashmore, Jill E. Grogg, and Jeff Weddle, The Librari-
an’s Guide to Negotiation Winning Strategies for the Digital 
Age (Medford, NJ: Information Today, 2012).

54. Ibid., 168.
55. Becky Albitz and David Brennan, “Licensing of E-Books,” in 

Building and Managing E-Book Collections: A How-To-Do-It 
Manual for Librarians, edited by Richard Kaplan (Chicago: 
Neal-Schuman, 2012), 75–84.

56. Rachel Ann Geist, “A ‘License to Read’: The Effect of 
E-books on Publishers, Libraries, and the First Sale Doc-
trine,” Idea 52, no. 1 (2012): 63–100, http://ipmall.info/hosted 
_resources/IDEA/idea-vol52-no1-geist.pdf. 

57. Primary Research Group, Survey of Scholarly Journal Licens-
ing and Acquisition Practices (New York: Primary Research 
Group, 2012). 

58. Primary Research Group, Survey of Library Database Licens-
ing Practices (New York: Primary Research Group, 2012); Pri-
mary Research Group, Survey of Library Database Licensing 
Practices (New York: Primary Research Group, 2013).

59. Betsy Appleton and Shannon Regan, “Going Beyond Elec-
tronic Resource Management System (ERMS) Implemen-
tation: ERMS-Focused Work flows and Communications,” 
in Something’s Gotta Give: Charleston Conference Proceed-
ings, 2011, edited by Beth R. Bernhardt, Leah H. Hinds, and 
Katina P. Strauch (West Lafayette: Purdue University Press, 
2012).

60. Lenore England, Stephen Miller, and Li Fu, “Optimizing 
Your ERM: Application of Business Process Management to 
Operations,” in Something’s Gotta Give: Charleston Confer-
ence Proceedings, 2011, edited by Beth R. Bernhardt, Leah 
H. Hinds, and Katina P. Strauch (West Lafayette: Purdue 
University Press, 2012).

61. More information about Six Sigma can be found at http://asq 
.org/learn-about-quality/six-sigma/tools.html. 

62. Kelsey Brett, Jeanne M. Castro, and Rachel Vacek, “How to 
Build a Better Mousetrap: Developing an Easy, Function-
al ERM” in Accentuate the Positive!: Charleston Conference 
Proceedings, 2012, edited by Beth R. Bernhardt, Leah H. 
Hinds, and Katina P. Strauch (West Lafayette: Purdue Uni-
versity Press, 2012).

63. Andrea Langhurst, Stacey Marien, and Kari Schmidt, 
“Beyond Implementation: Making Your ERMS Work for 
You” in Accentuate the Positive!: Charleston Conference 

Proceedings, 2012, edited by Beth R. Bernhardt, Leah H. 
Hinds, and Katina P. Strauch (West Lafayette: Purdue Uni-
versity Press, 2012).

64. More information about CORAL can be found at http://coral 
-erm.org/about.

65. Bob McQuillan, “Gateway to Improving ERM System Deliv-
erables: NISO ERM Data Standards and Best Practices 
Review,” Serials Librarian 62, no. 1–4 (2012): 112–24, http://
dx.doi.org/10.1080/0361526X.2012.652482; Deborah Eng-
land, “We have our ERM System, it’s Implemented: Why Am 
I Still Going here and there to Get the Information I Need?” 
Serials Librarian 64, no. 1–4 (2013): 111, http://dx.doi.org
/10.1080/0361526X.2013.760148; Andrea Imre, Eric Hart-
nett, and C. Derrik Hiatt, “CORAL: Implementing an Open-
Source ERM System,” Serials Librarian 64, no. 1–4 (2013): 
224, http://dx.doi.org/10.1080/0361526X.2013.760414.

66. McQuillan, “Gateway to Improving ERM System Deliver-
ables,”114. 

67. NISO ERM Data Standards and Best Practices Review Steer-
ing Committee, Making Good on the Promise of ERM: A 
Standards and Best Practices Discussion Paper (Baltimore: 
NISO, 2012), www.niso.org/apps/group_public/download 
.php/7946/Making_Good_on_the_Promise_of_ERM.pdf.

68. Eric Hartnett et al., “Charting a Course Through COR-
AL: Texas A&M University Libraries’ Experience Imple-
menting an Open-Source Electronic Resources Manage-
ment System,” Journal of Electronic Resources Librarianship 
25, no. 1 (2013): 16–38, http://dx.doi.org/10.1080/194112
6X.2013.760402.

69. Karen Jensen, “Managing Library Electronic Resources 
Using Google Sites,” Journal of Electronic Resources Librar-
ianship 25, no. 2 (2013): 115–23, http://dx.doi.org/10.1080/19
41126X.2013.785289.

70. Anthony McMullen and Barry Gray, “From Static to Dynam-
ic: Using the OPAC to Generate Real-Time Lists of Depart-
mental Acquisitions for Library Current Awareness Ser-
vice,” Library Hi Tech 30, no. 4 (2012): 673–82, http://dx.doi 
.org/10.1108/07378831211285121.

71. Kay Downey, “Kent State University Libraries Develops a 
New System for Resource Selection,” in Something’s Got-
ta Give: Charleston Conference Proceedings, 2011, edited by 
Beth R. Bernhardt, Leah H. Hinds, and Katina P. Strauch 
(West Lafayette: Purdue University Press, 2012). 

72. Shih-Ting Yang and Ming-Chien Hung, “A Model for Book 
Inquiry History Analysis and Book-Acquisition Recommen-
dation of Libraries,” Library Collections, Acquisitions, & 
Technical Services 36, no. 3 (2012): 127–42, http://dx.doi 
.org/10.1016/j.lcats.2012.05.001. 

73. Downey, “Kent State University Libraries Develops a New 
System for Resource Selection,” 157–62; Shih-Ting Yang and 
Ming-Chien Hung, “A Model for Book Inquiry History Anal-
ysis and Book-Acquisition Recommendation of Libraries,” 
127–42.

http://www.fasb.org/jsp/FASB/Document_C/DocumentPage?cid=1176157498129&acceptedDisclaimer=true
http://www.fasb.org/jsp/FASB/Document_C/DocumentPage?cid=1176157498129&acceptedDisclaimer=true
http://ipmall.info/hosted_resources/IDEA/idea-vol52-no1-geist.pdf
http://ipmall.info/hosted_resources/IDEA/idea-vol52-no1-geist.pdf
http://asq.org/learn-about-quality/six-sigma/tools.html
http://asq.org/learn-about-quality/six-sigma/tools.html
http://coral-erm.org/about/
http://coral-erm.org/about/
http://dx.doi.org/10.1080/0361526X.2012.652482
http://dx.doi.org/10.1080/0361526X.2012.652482
http://dx.doi.org/10.1080/0361526X.2013.760148
http://dx.doi.org/10.1080/0361526X.2013.760148
http://dx.doi.org/10.1080/0361526X.2013.760414
http://www.niso.org/apps/group_public/download.php/7946/Making_Good_on_the_Promise_of_ERM.pdf
http://www.niso.org/apps/group_public/download.php/7946/Making_Good_on_the_Promise_of_ERM.pdf
http://dx.doi.org/10.1080/1941126X.2013.760402
http://dx.doi.org/10.1080/1941126X.2013.760402
http://dx.doi.org/10.1080/1941126X.2013.785289
http://dx.doi.org/10.1080/1941126X.2013.785289
http://dx.doi.org/10.1108/07378831211285121
http://dx.doi.org/10.1108/07378831211285121
http://dx.doi.org/10.1016/j.lcats.2012.05.001
http://dx.doi.org/10.1016/j.lcats.2012.05.001


182 LRTS 60(3)  

Notes on Operations

Open source discovery layers offer the ability to extensively customize every 
aspect of the search experience for a local user population. However, discovery 
layers have primarily been discussed in the professional literature in terms of 
the installation or configuration process. In this paper, three catalogers present a 
case study of an open source discovery layer implementation with a focus on the 
problems and solutions from the cataloging perspective.

East Carolina University (ECU) is the third largest school in the North Caro-
lina system, with almost 27,000 students.1 As of January 27, 2015, the uni-

versity “employs nearly 2,050 full-time, part-time, and temporary faculty.”2 These 
faculty and students are supported by more than 3,500 staff members.3 In fall of 
2014, 27,511 students were served by ECU Libraries, a system that consists of a 
main library (Joyner Library), Laupus Health Sciences Library (Laupus), and the 
music library.4 These three very different libraries have a wide range of discovery 
challenges, from multiple classification schemes and subject vocabularies to dif-
ferences in desired MARC fields in a brief record display to varying requirements 
for metadata granularity depending on the subject areas or collections. Such a 
wide array of needs requires a sophisticated and robust discovery tool that offers 
maximum potential for users to find and access the information they seek.

ECU Libraries has been using the e-Library software from SirsiDynix’s 
Symphony line of products for its OPAC since 2009. A 2013 internal assessment 
of e-Library identified problems that fell into three broad areas: poor relevancy 
ranking, an inflexible user interface, and cumbersome functionality.5 Because of 
the proprietary software’s limitations, local customization and improvement of 
the relevancy of search results ranged from difficult to impossible to implement. 
Desired features, such as customized bibliographic displays for each library or 
highlighting search terms in record displays, could not be accommodated. The 
e-Library interface also failed to consistently index certain MARC elements; for 
example, the music library found that uniform titles in the 240 field were indexed 
differently from the same uniform titles found in the 700 field.

To supplement the traditional OPAC, the libraries were tasked in 2009 with 
reviewing and recommending a discovery tool.6 The decision was made to imple-
ment ProQuest’s Summon product. While e-Library is used for traditional OPAC 
tasks such as title or call number browsing, placing holds, and tracking course 
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reserves, Summon serves as a broader, web-scale discovery 
tool, allowing users to receive results from all of the ECU 
Libraries’ resources through a single search.

However, because of the product’s proprietary nature, it 
was often difficult to understand why certain search results 
were elevated to the top. In particular, Summon’s interface 
tended to rank electronic resources higher than physical 
items, a trait that did not work very well for certain types of 
searches. Additionally, while Summon’s MARC mapping and 
faceting was customizable to a certain extent, some desired 
features remained unavailable. For example, because Sum-
mon allowed only a one-to-one mapping between an item 
and a format facet, librarians were frustrated that certain 
items, such as digital audio files, could be mapped only as an 
“electronic resource” or as a “sound recording,” but not both. 
Summon’s display included several undesirable features that 
were impossible to suppress, such as the display of foreign 
language subject headings for faceted searches.

Because both e-Library and Summon are proprietary 
software, customization was limited. ECU Libraries needed 
an interface with fewer constraints and increased indexing 
flexibility to meet user needs for all three campus libraries. 
The libraries decided to pursue open source discovery layer 
options as a solution to this problem. Initially, planning and 
development for a new discovery layer began with VuFind, 
one such open source option, but the libraries later opted to 
develop another open source catalog, Blacklight.7

Literature Review

Because discovery layers are a relatively recent phenome-
non, the literature about them focuses on certain definitions 
of what constitutes a “discovery layer,” and discuss libraries’ 
experiences in setting them up. Moore and Greene point out 
that many terms have been used interchangeably to discuss 
these new catalog interfaces, including “next-generation cat-
alog,” or NGC, “discovery layer,” and “web-scale discovery 
tool.” They differentiate between the three terms as follows:

1. Next-generation catalogs are public search interfaces 
that integrate Web 2.0 technologies such as RSS feeds 
and social media;

2. Discovery layers are search interfaces that specifically 
exist apart from the traditional ILS, and may incor-
porate other discoverable content beyond MARC 
records, such as digital collections and institutional 
repositories;

3. Web-scale discovery tools draw from a central index of 
vendor and publisher databases of scholarly articles, 
and the local institution’s MARC records. This allows 
a user to search across practically every resource to 
which the library has access.8

A few papers have discussed the failings of the tradi-
tional OPAC interface and the problems that discovery lay-
ers are intended to solve. Ballard and Blaine note that most 
OPAC interfaces are “often not intuitive and are inconsistent 
with well-established user interface conventions” and lack 
good relevancy rankings.9 Sadler points out that relying 
on an OPAC interface for discovery purposes removes the 
development of the interface from the feedback of local 
users, leading to a lack of customization for individual librar-
ies.10 Ho and Horne-Poppe posit that traditional OPACs 
frustrate users with their “un-intuitive library catalog inter-
faces that can’t handle searches that start with articles, that 
don’t enable easy discovery of similar items, and that don’t 
allow for interaction with the library records.”11

Open source discovery layers have been developed 
partially as a way to resolve these problems with the OPAC, 
and partially as a means to provide an alternative to the 
proprietary commercial products that are so difficult to 
customize. Open source products allow a library to exten-
sively customize the search experience while avoiding 
upfront costs, though programming such software does 
involve an extensive amount of manpower and technical 
skills. Two such products, VuFind and Blacklight, are open 
source discovery interfaces meant to overlay a traditional 
OPAC. VuFind was developed by Villanova University as 
an open source alternative to the Endeca discovery layer, a 
commercial product implemented at North Carolina State 
University.12 Blacklight development was initiated by the 
University of Virginia. While both VuFind and Blacklight 
use SolrMarc, a version of the search utility Apache Solr 
that specifically works with MARC, to index MARC fields, 
VuFind uses the PHP scripting language to structure and 
present the web interface, and Blacklight uses an application 
framework known as Ruby on Rails for the same purpose.13 
Nagy and Katz wrote that VuFind emphasizes easy instal-
lation and an “out-of-the-box” approach, while Blacklight 
allows for more extensive customization for those working 
in a Ruby on Rails environment, giving libraries the ability 
to provide a diversity of displays for different items, facets, 
and branch libraries.14 Nagy and Katz assert that Google and 
other search engines have changed the discovery landscape 
and user expectations, and the relational database structure 
of the OPAC does not allow for the speed or relevancy that 
Solr indexes can provide.15 They make the case that VuFind’s 
capability to offer post-search faceting, synonym matching, 
stemmed searches, and spelling correction position it as a 
marked improvement over the traditional OPAC.

Ballard and Blaine also believe that faceting is a major 
advantage of discovery layers, pointing out that users were 
fifteen times more likely to refine their search in a fac-
eted environment than a traditional OPAC in which all 
refinements had to be entered at the time of the search.16 
Sadler appreciated the “tremendous advantages in terms 
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of flexibility in defining what is indexed and how it is 
searched” within Blacklight and points out that discovery 
layers can be customized even for branch libraries within 
a single institution.17 She mentions a customized interface 
for the University of Virginia music library, which included 
an index of instrumentation, and the ability to search for 
musical works by “date of composition.” La Barre mentions 
the importance of analyzing and customizing facets before 
the implementation of a discovery layer.18 Leebaw reports 
that feedback from users on their VuFind implementation 
revealed that users are very interested in accessing specific 
collections such as films, sound recordings, and reference 
materials, using facets.19

Many authors praised the flexibility of open source 
discovery layers, which provide the ability to devise cus-
tomized solutions to local problems. Leebaw writes, “Being 
able to immediately incorporate feedback is one of the best 
advantages of implementing an open source overlay.”20 This 
kind of customization can create local solutions for specific 
groups of researchers and library users. For example, Sadler 
points out that the University of Virginia created a music 
controller in Blacklight that incorporates slightly different 
relevancy rankings and facets than the standard search con-
troller.21 She writes that this is a significant departure from 
the traditional OPAC, “which assumes that there can be a 
single interface that will be good enough for most users, and 
that this interface must be managed centrally.”22

Several papers discussed the impact that discovery 
layers can have on music materials in particular. Snyder 
conducted a survey of School of Music faculty and gradu-
ate students at the University of Chicago following that 
institution’s implementation of the AquaBrowser faceted 
catalog. Survey respondents appreciated the format facet in 
particular but that faceting for categories such as “genre,” 
“geographic region,” and “era” was inconsistent and confus-
ing.23 The Music Library Association’s report on discovery 
requirements indicated that some data, such as the “date of 
composition,” have been used inconsistently and would be 
difficult to take advantage of in a discovery environment.24 
The report touches on several important requirements for 
the discovery of musical materials, such as the ability to map 
multiple formats to a single item, the continued use of text 
strings for subject headings and uniform titles, and the abil-
ity to implement authority control and take advantage of the 
data in authority records.

There are many comparisons of discovery layers to 
the Google search engine, with writers pointing out that 
Google’s ubiquity in the discovery landscape has led to a 
major shift in expectations among users. Katz and Nagy 
note that users now prefer a “self-service-oriented approach 
to searching.”25 However, Ballard and Blaine worry that 
the “Google-esque” single keyword search query box may 
not be enough for many academic libraries, and a link to a 

more advanced search page may still be necessary.26 Leebaw 
agrees that the “Googlization” of library resources does not 
always advance the library’s discovery goals and points out 
that reference librarians raised some concerns about discov-
ery overlays.27 This relates to the trend noted by Moore and 
Greene that public services librarians are often involved in 
the process of setting up the discovery layer, which makes 
them more likely to buy into the completed product.28

A recurring caveat throughout the literature is that 
developing a local open source discovery layer requires 
significant amounts of time and in-house programming 
knowledge. While both VuFind and Blacklight have basic 
default configuration settings, taking advantage of local 
customizations and other flexibilities requires a great deal of 
technical skill. Skinner summarizes GIL-Find, a Georgia-
wide implementation of VuFind, and notes that “it would be 
unlikely for more than a few of the largest universities in the 
Georgia system to have the staffing or the expertise to adapt 
an open source product such as VuFind at the local level.”29 
Emanuel goes so far as to wonder if next-generation catalogs 
will create a new “digital divide” between those libraries 
that can afford to implement an open source product and 
those that cannot.30

As detailed later in this paper, the university’s Black-
light implementation was contingent on the presence of 
strong, knowledgeable programmers working for the librar-
ies. Throughout the literature, there is extensive scholarship 
on the history of next-generation catalogs and aspects to 
consider when choosing one. However, there is little to no 
scholarship on the process of setting up local customizations 
for a next-generation catalog. The intellectual effort to set up 
the indexing and display of various MARC fields is a signifi-
cant investment; additionally, the programming knowledge 
needed to implement these customizations is also important. 
Each library’s open source installation will differ according 
to local needs, and perhaps this factor has led to a lack of 
scholarship describing the process.

Mapping

From the beginning of the project, it was agreed by all par-
ties at the ECU Libraries that intense customization of the 
discovery layer was needed to specifically address research 
issues unique to ECU and to fix problems that had been 
identified with previous search tools. Initially, planning and 
development for a new discovery layer began with VuFind, 
an open source option. Throughout the development of 
VuFind, comments from the university libraries’ Discovery 
Advisory Board (DAB) were considered and addressed by 
the catalogers and members of the Application and Dis-
covery Services (ADS) department. The DAB is a library-
wide committee that considers all the libraries’ discovery 
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initiatives and includes both public services and techni-
cal services faculty and staff from all three libraries. The 
catalogers and members of the ADS department began to 
reconfigure the out-of-the-box VuFind product to meet the 
needs of all the libraries’ user groups, and a working group 
was assembled to customize the public interface. Using a 
wiki, they assembled a list of “canned search suggestions” 
for search testing, and provided ongoing suggestions and 
feedback. Meanwhile, a cataloging subcommittee consisting 
of all catalogers and the ILS administrator, met to discuss 
which MARC fields needed to be indexed and displayed 
to meet the needs of the larger working group. Despite the 
default MARC mappings included with the initial VuFind 
download, the catalogers thought it best to spend a consid-
erable amount of time refining these defaults to maximize 
discoverability and address the unique needs of specialized 
researchers at the university. Over the course of their meet-
ings, they discussed indexing for keyword and browse capa-
bilities of various searches (title, author, subject, etc.) and 
the display of specific fields and subfields in the item-level 
view. The library staff tasked with customizing the discovery 
layer used the PBworks wiki, a collaborative online editing 
system already being used by the library for other projects, 
as a working space.31 Meeting minutes and documentation 
including test search terms, mapping decisions, and com-
ments on the current OPAC, were all included.

During the customization process, Joyner’s Discovery 
Services Librarian, in consultation with her team, made the 
decision to switch from VuFind to Blacklight. She shared 
with the DAB that there were performance issues with 
VuFind for which she and her team were unable to secure 
satisfactory solutions from other adopters or the VuFind 
development community. Other reasons cited for the switch 
were stronger partnerships with other universities that had 
implemented Blacklight, a more robust development com-
munity, the complex customizations offered by Blacklight’s 
Ruby on Rails environment, and the University of Virginia, 
also a SirsiDynix Symphony institution, was a Blacklight 
development partner. All of the MARC mapping work ini-
tially done for VuFind was directly transferrable to Black-
light.

The process of mapping MARC fields for a discovery 
layer was not unfamiliar to the libraries, as the catalog-
ers had previously engaged in reviewing and replacing 
the default MARC mappings for the libraries’ instance of 
ProQuest’s Summon. Initially, the catalogers reviewed the 
default VuFind mappings, and then customized them to 
meet the needs of differing user populations across all the 
libraries, drawing on knowledge of these populations gained 
from direct interactions with the users or from discussions 
with public services personnel. Specific user communities, 
such as Laupus’s users, the music library’s users, and the 
Teaching Resources Center’s users, were discussed in detail, 

along with specific material formats (musical scores, media, 
kits, and government documents).

While the default MARC mapping settings provided a 
good starting point for discussion, it was agreed that these 
settings were inadequate for the libraries’ catalog. Many 
important subfields were initially not mapped or completely 
ignored in the defaults, and the catalogers had to identify 
these and add them as necessary. For example, the default 
“author” keyword search did not consider such fields as the 
245 $c (the transcribed statement of responsibility), or any 
entities in 8xx fields (which include author and title informa-
tion of series). These were deemed extremely important to 
include in the author index, and promptly added; without 
them, any author keyword search would be missing vital 
information such as the name of the author as transcribed 
from the title page.

As another example, many subfields for uniform titles 
were ignored; VuFind’s default settings included only the 
240 $a and 700 $t subfields in the title index. This ignored 
the multiple subfields used extensively by the music library 
for musical uniform titles, and their use in other formats. 
The 240 field was customized so that the discovery layer 
took into account subfields $a, $d, $f, $j, $k, $l, $m, $n, 
$o, $p, $r, and $s for a title search, plus subfield 700 $k, 
$l, $m, $n, $o, $p, $r, $s, and $t. The addition of these 
fields allowed searches to take into account more than 
simply the first few words in a musical uniform title. For 
example, the uniform title for Mozart’s Clarinet Concerto 
is Mozart, Wolfgang Amadeus, $o 1756–1791. $t Concer-
tos, $m clarinet, orchestra, $n K. 622, $r A major. Adding 
these subfields now allowed keywords like “clarinet,” “A 
major,” or the thematic catalog number “K. 622” to come 
up in searches, allowing keyword searches such as “Mozart 
clarinet concerto” or “Mozart concerto K. 622” to function. 
These new fields were given a specific relevancy “weight,” so 
that the 245 field would still function as the title field with 
the highest relevancy, but other title information in the 240 
and 700 fields would be considered. These omissions from 
the default settings indicate the importance of a thorough 
review by trained catalogers before implementing any open 
source discovery layer.

The MARC mapping for e-Library’s alphabetical browse 
search was compared to the default alphabetical browse 
settings for Blacklight. Changes were made to Blacklight’s 
browse search to correct deficiencies in e-Library’s browse 
indexes and to ensure that each index corresponded with its 
search function. The general material designation (GMD) 
was considered outdated and removed from display. While 
this may be considered a radical step, the catalogers thought 
that with RDA’s elimination of the GMD and Blacklight’s 
ability to facet based on material format, it was no longer 
needed. Other changes included tweaking mapping so that 
uniform titles in the 7XX fields would be treated in the 
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same way as their counterparts in 
the 240 field. Care was taken to 
separate the subfields specific to 
personal names from the subfields 
specific to uniform titles, with the 
idea that uniform titles could be 
displayed in a dropdown menu 
next to the author’s name in the 
index. Subfields considered impor-
tant to identifying titles in the 245 
field, such as $n and $p (number 
and name of a part or section of a 
work), were added to display.

The classification facet was 
another aspect of the discovery 
layer that provided additional 
functionality lacking in the older 
OPAC. Users could choose a facet 
that represented a specific sec-
tion of call numbers, allowing 
post-search browsing for specific 
subject areas. The default set up 
was only for Library of Congress 
Classification (LCC); however, for 
the health science library users, 
National Library of Medicine (NLM) classification was 
included (highlighted in figure 1) to interweave seamlessly 
with LCC. Joyner’s Teaching Resources Center includes 
books classed using Dewey Decimal Classification, and 
the music library classifies all media holdings using a non-
subject-based alphanumeric model. These were not included 
in the call number facet; however, all call numbers remain 
searchable using a call number keyword index.

With previous search tools, many users and librarians 
at the university expressed frustration with the “format” 
search limiter in e-Library. This format function was limited 
to a one-to-one mapping between a system-specific format 
type and a bibliographic record, meaning that some types 
of items had to be filed under “format” labels that did not 
adequately describe them. For example, streaming audio 
recordings could be filed under the “e-resource” format or 
the “audio recording” format, but not both. Because of this, 
a decision was made to use only MARC bibliographic data to 
map the format facet in the discovery layer, rather than rely-
ing on the OPAC’s proprietary “item type” information. The 
libraries began with the format values that existed within 
e-Library before adding their own additional formats that 
were not previously available. For example, under the new 
list, one could differentiate between “maps,” “globes,” and 
“atlases,” whereas before each of these was available only 
under “maps” (see figure 2). Additional facets for “print” 
and “electronic” were developed to allow users to limit their 
searches according these terms. Each format was assigned a 

mapping using MARC fixed field data. By mapping MARC 
values to the format facet in this manner, the catalogers 
could now ensure that a resource encompassing multiple 
formats was discoverable under all applicable formats. How-
ever, this required a great deal of time and effort refining 
the format facet to account for all the fixed field data in 
MARC records, and led to the discovery of certain errors 
within the university libraries’ bibliographic data.

Errors

Errors were found in many records at the beginning of 
the Blacklight testing phase. The aforementioned “format” 
function proved to be one of the most difficult to develop. 
Because the university libraries had relied on proprietary 
item types for format mapping, rather than using MARC 
bibliographic data, there were many gaps and issues in for-
mat fields such as the 006 field, the 007 field, and numerous 
fixed fields.

Blacklight did not initially recognize the hand puppets 
held by Joyner, categorizing them as “unknown”; the format 
mapping was updated to correlate the material type “r” (for 
realia) with the format facet “physical object.” The music 
library found that preliminary format mappings had marked 
long-playing (LP) records as globes. This was not due to poor 
mapping, but rather due to extensive cataloging errors in the 
bibliographic records themselves. Graduate assistants were 
trained to edit the 007 fields of over 600 LPs to make sure 

Figure 1. Example of Classification Facet Mapping

Figure 2. Example of Format Fact Mapping
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they were assigned to the correct format. A similar problem 
occurred for several hundred monographs. The presence of 
“t” in the Leader/06 byte is primarily for manuscripts; how-
ever, the Libraries uncovered many non-manuscript books 
with the “t” in this byte. Many were manually investigated 
and changed to prevent their inclusion in the “Archival and 
Manuscript Materials” facet. Through updating the faulty 
data in hundreds of catalog records and refining the format 
mapping based on a more intimate knowledge of the fixed 
fields, catalogers resolved all “unknown” and incorrect for-
mats in the Blacklight results. Another example of format-
related errors were items that were included in both the 
“print” and “electronic” facets. While some of these were 
correct (such as a book with an accompanying CD-ROM), a 
large number of records had elements of both the print and 
electronic manifestation in their fixed fields. Many of these 
were vendor records that had been improperly coded; others 
were records with fixed fields that had not been appropri-
ately updated when they were derived from existing records 
and contained faulty data that were generating inaccurate 
mapping.

Though labor-intensive, fine-tuning the format facet 
eventually proved to be beneficial to the libraries. By incor-
porating such fields as the 006 and 007 fields into format 
mapping, the discovery layer could now take into account 
records representing multiple formats, whereas previously 
only the “dominant” format could be mapped to the record. 
Rather than mapping items to an “electronic resources” 
format, users can now select “electronic” and “book,” or 
“electronic” and “video” to fine-tune their search by both 
medium and physical carrier.

An additional class of non-format errors involved previ-
ously undetected irregularities in subfield assignment. For 
instance, Blacklight flagged many instances of repetitive or 
incorrect usages of the subfield b in the 245 in many records 
with AACR cataloging, which required correction. These 
errors appeared in reports generated by Blacklight as files of 
records were imported because the MARC 21 standards are 
integrated in the Blacklight software.

Another problem that became evident soon after the 
beta phase began was that items with copyright dates for 
years beyond the current one were not populating to the top 
of the results list when a user chose to sort by most recent 
publication date. A customization was quickly added so that 
the dates up to 9999 in the 260 or 264 date fields would 
display at the top of the “most recent” results list; this solved 
the problem for those books with future publication and 
copyright dates.

The errors uncovered showed the importance of clean, 
correct, and consistent MARC data in all fields. Many 
were the result of varying cataloging practices over several 
decades. The fixed fields in particular received a lot of atten-
tion; while many of these had not been used by the previous 

OPAC, they quickly became important with the new dis-
covery layer. The tremendous workload involved in fixing 
problems was a useful reminder to curate good MARC data, 
regardless of which fields are used by the current software.

Relevance

The Libraries found that the ability to customize the rel-
evance ranking was crucial. Blacklight allows librarians 
to customize the relevancy “weight” given to each MARC 
subfield, ensuring that certain fields (e.g., 100, 700, 245 
$c) are weighted highly for certain methods of searching 
(e.g., author search). Unlike proprietary OPACs, with a 
“black box” relevancy system that remains mysterious and 
unknown, librarians can see the nuts and bolts in Blacklight 
and customize accordingly. For example, the music library 
ensured that the specialized music MARC fields were given 
proper weight in the relevancy engine; it is unclear and dif-
ficult to tell if this was the case in the previous proprietary 
OPAC.

Using e-Library, a keyword search for the famous nurs-
ing theorist “Virginia Henderson” failed to retrieve any of 
the works written by her or with her name in the title until 
the second page of results, even with the “sort by relevance” 
option selected. In contrast, a search for “Virginia Hender-
son” using Blacklight’s search box provides truly relevant 
results with works written by her and with her name in 
the title populating within the first results. The university 
libraries fine-tuned the relevancy to the point that a search 
for the Beatles’ album Help! and Kathryn Stockett’s novel 
The Help each yielded the correct result in the first hit, even 
with only a one word difference between the two generic-
sounding titles. This was done by creating a separate index 
with stopwords such as “the,” “and,” and “a” that was given a 
slightly lower relevancy weight than the main keyword index 
with all non-stopwords. By manipulating the relevancy of 
stopwords in this way, it ensured that they were taken into 
account when there were two records with a close match, 
separated by only a stopword (such as Help! and The Help) 
but also that a search without stopwords included would still 
bring up the relevant records.

Unique Customization

The libraries used fixed field data to represent a particular 
format held in the e-Library catalog: the Electronic Theses 
and Dissertations (ETD) collection. In e-Library, the deci-
sion had been made to create a specific format for these that 
could be used to find institution-specific theses and disser-
tations. However, these ETDs provided nothing within the 
MARC bibliographic record to indicate their status, so their 
format functionality was lost within both Summon and the 
default Blacklight discovery layer. To solve this problem, the 
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libraries developed a facet that searches for the words “East 
Carolina University” in the 502 field, and looks for local item 
data from the ILS output in the 999 field. This allowed for 
the creation of a “Local theses and dissertations” format.

In an open source discovery layer, it is possible to cus-
tomize the indexing of fields that are displayed on the basis 
of MARC indicators. This function had been problematic in 
e-Library. The ability to refine by indicator is very helpful to 
differentiate between each 856 field that displays. In ECU’s 
current e-Library setup, if a record contains an 856 field, a 
customized “Online Content” button is generated. However, 
this button can be misleading, as “Online Content” can refer 
to any manner of supplemental content, such as an online 
table of contents for a print book. In their Blacklight dis-
covery layer, however, the libraries were ensured that such 
a button appeared only for those items with full-text content 
available online. This was done by using the 856 field’s 
second indicator, which indicates the kind of online content 
available. An 856 with a second indicator 2, for example, 
indicates a “related resource” is available online; these did 
not receive an “Online Content” button, but instead were 
displayed as “Supplemental Content.”

In some cases, uneven cataloging practices limited 
what could be done with indexing customizations. An 856 
with a second indicator 1 means a version of the resource 
is available. This often includes tables of contents and not 
the full text, which can be problematic for users. However, 
identifying all 856 41 fields as “Supplemental Content” 
would have excluded thousands of PURLs (Persistent 
Uniform Resource Locators) on federal document records 
that link to full text from displaying as “Online Content.” 
Because PURLs are not the actual resource, but rather 
a version of the resource, many have been appropriately 
coded as 856 41, making it difficult to correctly identify 
which 856 41 links feature full-text content, and which fea-
ture supplemental material.

The Libraries also customized the MARC fields that 
are displayed when a results list is generated after a search. 
There had been problems with e-Library, which allowed 
only a finite number of MARC fields to display in a search 
results list. The various campus libraries each valued dif-
ferent fields in this brief display, depending on their users’ 
needs. Laupus, for example, felt the display of the 250 
field (edition statement) was of great importance for a user 
selecting the proper item (see figure 3) In contrast, the 
music library preferred the display of the 300 field (physical 
description), so that users could distinguish between differ-
ent kinds of published scores (see figure 4). While e-Library 
could not accommodate multiple displays for items from 
different libraries, it was relatively easy to program an open-
source discovery layer to do this. Now, items display in a 
search results list with an edition statement if housed in Lau-
pus, and with a physical description statement if housed in 

the music library. This customization allowed the discovery 
layer to specifically serve each library’s user base.

Future Considerations

While many of the developments of open source discov-
ery layers focus on enhanced relevancy and accuracy for 
keyword searching, long-standing practices in information 
organization, along with the looming future of BIBFRAME 
and linked data models, mean that authority control prac-
tices remain relevant for facilitating discovery. From the 
beginning, librarians at the university have been committed 
to retaining all functionalities of the older OPAC, including 
browse lists, authority links, and utilization of see and see 
also references in authority records. Other libraries have 
expressed the desire to implement these features, such as 
the plan to implement cross-references in the University of 
Georgia’s GIL-FIND.32 In the short term, the university 
libraries plan to create browse lists that take advantage of 
authority records in the same way as most OPACs. While 
Blacklight lacks a default function that allows this, program-
mers remain optimistic about its implementation. VuFind 
documentation has recently been updated with instructions 
for implementing alphabetical browse lists, showing the pos-
sibility of creating such lists within a Solr system.33

The future holds bigger aspirations for using authority 
records in discovery layers. Katz and his colleagues make the 
case that “the value of rich authority data should be shared 
with everyone, not just catalogers.”34 One idea is to harvest 

Figure 3. Example of Search Result for Health Sciences Library Item

Figure 4. Example of Search Result for Music Library Item
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the cross-references in subject thesauri such as LCSH and 
MeSH for keyword searching, with a keyword term simulta-
neously querying all related terms. This has been proposed 
by Pace and other developers, and PubMed has created a 
system like this using MeSH terminology.35 Another pos-
sibility for using authority data is to use the recently added 
RDA-compliant MARC fields in authority records. The 37X 
fields, for example, contain a wealth of robust information; 
to cite one specific example, the 373 field could perhaps be 
used to allow one to search for works by faculty members 
associated with the university (see figure 5).

It remains to be seen what the future holds for author-
ity records, and how authorities will be administered in new 
schema such as BIBFRAME. Regardless of future develop-
ments, open source discovery layers will allow libraries to 
customize their setup and experiment with different meth-
ods of taking advantage of this data.

Conclusion

Through customizing an open source catalog, the university 
libraries gained an understanding of the inner workings 
of how the data could be manipulated in a way that best 
meets the users’ needs. An important lesson learned was 
not simply to accept an open source product’s default set-
tings. While VuFind or Blacklight can be a powerful tool, 
implementation is not simple. Many hours of work were 
necessary to clean up errors and set up the indexing and 
display functions that were present in the older OPAC, and 
additional hours were needed to establish added features. 
The implementation also revealed previously unaddressed 
cataloging errors that required significant clean-up. This 
process requires the time and staffing to perform a system-
atic review of MARC mappings for indexing and display, 
and a working knowledge of the features desired by users 
and other stakeholders.

Such an understanding should help catalogers to more 
easily comprehend how data will be manipulated in other 
item description environments. Additionally, the collabo-
ration between public and technical service departments 
from the three university libraries has led to continued 
cooperation and increased efficiencies. Finally, all three 
libraries, with their unique materials, classification and 

subject schemas, and user groups were able to customize a 
product that effectively takes all of those areas into account.
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Notes on Operations

Most academic theses and dissertations are now born-digital assets (i.e., elec-
tronic theses and dissertations). As such, they often coexist with author-supplied 
metadata that has the potential for being repurposed and enhanced to facilitate 
discovery and access in an online environment. The authors describe the evolu-
tion of the electronic thesis and dissertation (ETD) cataloging workflow at a large 
research library, from the era of print to the present day, with emphasis on the 
challenges and opportunities of harvesting author-supplied metadata for catalog-
ing ETDs. The authors provide detailed explanations of the harvesting process, 
creating code for the metadata transformations, loading records, and quality 
assurance procedures.

In August 2013, the Cataloging and Metadata Services Department of the 
Pennsylvania State University Libraries created the Digital Access Team in 

response to the need to devote more resources to the management of metadata 
for digital assets.1 One of the team’s primary activities is repurposing metadata 
from existing MARC records in Penn State’s online catalog, The CAT, for digital 
collections in CONTENTdm and other platforms.2 The team also works closely 
with the Library Technologies Department to repurpose MARC records in The 
CAT for mass digitization partnerships, such as HathiTrust and the Internet 
Archive.

The team began looking at repurposing metadata from other platforms for 
use in The CAT in October 2013. One promising source of metadata was Penn 
State’s electronic theses and dissertations (ETDs) server.3 Metadata for each ETD 
is available in unqualified Dublin Core (DC) format and can be harvested using 
the Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH).4 An 
important tool for harvesting this data is MarcEdit, a freely available metadata 
editing suite designed by Terry Reese.5 MarcEdit provides many default cross-
walks for mapping between multiple metadata schemes. These schemes can be 
customized for local metadata harvesting. MarcEdit also includes a tool for har-
vesting metadata from sites that have implemented or use OAI-PMH.

This paper describes the Digital Access Team’s efforts to design an ETD 
cataloging workflow by harvesting author-supplied metadata using a customized 
DC-to-MARCXML Extensible Stylesheet Language Transformation (XSLT) 
crosswalk in MarcEdit to create a file of Resource Description and Access (RDA) 
MARC records for batch loading into The CAT.6 The history of thesis cataloging 
at Penn State is described, including the transition to cataloging ETDs, and how 
the new harvesting method has improved access to ETDs while simultaneously 
freeing up staff time. Examples of MARC records for ETDs before and after the 
new procedure was implemented are provided, and time savings are quantified 
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on the basis of studies conducted over a twelve-month 
period (three semesters). The paper also describes in detail 
the mappings created to harvest the metadata, the custom-
izations made to the XSLT crosswalk, and the steps taken 
to ensure that the metadata batchloaded into The CAT is of 
sufficiently high quality.

Literature Review

Literature addressing the harvesting of ETD author-sup-
plied metadata for creating MARC records for online cata-
logs is somewhat sparse, although efforts date back as far as 
1999. Early harvesting strategies used Perl scripts. Sharretts, 
Shieh, and French described how the University of Virginia 
Library’s pilot project using the Unix command-line utility 
Grep to extract bibliographic data from thesis PDF title 
pages and how it evolved into a series of Perl scripts that ran 
when a student submitted an ETD online.7 Surratt and Hill 
described a similar process at Texas A&M University using 
a Perl script called ETD2MARC that took advantage of the 
open source MARC::Record Perl module.8

As OAI-PMH became more common, libraries began 
using this protocol to harvest ETD author-supplied meta-
data. Reeves described a process that Library and Archives 
Canada (LAC) used to harvest metadata with OAI-PMH 
queries that retrieved ETD Metadata Standard (ETD-MS) 
records for ETDs submitted from various Canadian univer-
sities in the Thesis Canada Portal.9 Using this method, LAC 
had a cost savings of $95,000 in the 2006–7 fiscal year and 
expected progressively larger savings as more Canadian uni-
versities implemented ETD submission programs. McCutch-
eon et al. described an elaborate process at Kent State 
University in which a Perl script called ETDcat ran when 
it received an automatically generated notification from the 
OhioLINK ETD Center that an ETD had been submitted.10 
The script constructed an OAI-PMH query and retrieved 
the metadata as an ETD-MS record, which was converted 
into a MARC record using the MARC-Perl library.11 Reese 
documented efforts made by Oregon State University (OSU) 
to harvest ETD metadata using MarcEdit’s Metadata Har-
vester, which sent an OAI-PMH query that retrieved 
unqualified DC records.12 A specialized XSLT crosswalk 
derived from a default DC to MARC crosswalk that is part 
of the MarcEdit installation was used to convert the records 
into MARCXML. Boock and Kunda also described the OSU 
experience, but focused more on workflow changes and cost 
savings.13 They noted a time savings of seventeen minutes for 
cataloging each thesis using the new method described by 
Reese. Deng and Reese described further attempts of XSLT 
crosswalk customization at both OSU and Wichita State 
University for OAI-PMH ETD metadata harvests.14 Bower, 
Courtois, and Turvey-Welch presented a similar OAI-PMH 

harvesting process for ETDs at Kansas State University.15 
Walsh provided an overview of metadata repurposing using 
XSLT and gave a user case showing a step-by-step process 
for harvesting author-generated metadata for ETDs using 
MarcEdit.16

Another avenue for acquiring ETD author-supplied 
metadata was to repurpose data supplied by ProQuest. 
Averkamp and Lee documented how the University of Iowa 
Libraries transformed ProQuest XML files using XSLT to 
create metadata that could be loaded into their online repos-
itory and was used to create MARC records for their online 
catalog.17 Middleton, Dean, and Gilbertson described how 
the University of Arkansas Libraries used ETD author-sub-
mitted metadata supplied by ProQuest in MARC format.18

Although the literature addressed multiple ways to 
acquire ETD author-supplied metadata, the variable and 
often substandard quality of this metadata arose as a com-
mon theme. McCutcheon gave a good summary of the issues 
and noted that “the descriptive record created by auto-
matic harvesting is only as good as the quality of the author-
supplied metadata, which varies from author to author.”19 
Metadata quality issues included representation of scientific 
symbols and diacritics, separation of titles from subtitles, 
nonfiling characters in the title proper, capitalization, man-
agement of whitespace, spelling, and other data entry errors.

History of Thesis and Dissertation 
Cataloging at Penn State

Cataloging of print theses and dissertations (TDs) at Penn 
State has historically been minimal level and formulaic. 
Catalog records generally consisted of the full title, author, 
date of issuance, a pagination count, degree type, and gradu-
ate degree program (in a local MARC 699 field). Library 
of Congress Subject Headings (LCSH) were assigned until 
1964, though the headings were generally broad in scope. 
From 1965 until 1974, LCSH were added only when a per-
sonal name, corporate name, or title of a work were present 
in the TD title. Beginning in 1975, full subject analysis was 
performed and LCSH was assigned only for TDs containing 
the term Pennsylvania or a local Pennsylvania name (such as 
a town or county) in the title. This practice has continued to 
the present. With this workflow, the average thesis required 
ten to fifteen minutes to catalog, with an additional five to 
ten minutes per thesis if referred for subject analysis.

Such a relatively minimalist approach was designed 
primarily as a balance between providing sufficient access 
for TDs while minimizing the amount of time spent on 
complicated subject analysis for what are generally very nar-
row and specialized subject areas. Special Collections Team 
catalogers perform full subject analysis for any TDs added 
to Penn State’s Special Collections Library.
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Penn State University Libraries initiated a pilot project 
in collaboration with the Graduate School, Information 
Technology Services, and Digital Library Technologies in 
the fall of 1998 to investigate the possibility of allowing 
theses and dissertations to be submitted and archived elec-
tronically. The Graduate School began accepting ETDs in 
2000. Penn State originally used ETD-db, an open-source 
ETD database developed at Virginia Tech.20 The current 
ETD application is based on ETD-db and developed with 
Django, an open source web application framework and 
MySQL, an open source relational database management 
system.21 Records provided in OAI-PMH feeds are currently 
in unqualified DC format.

Cataloging of ETDs began in 2004. The existing mini-
malist approach to cataloging TDs was used as a foundation 
for cataloging ETDs. Electronic aspects were added to the 
catalog records (MARC 006, 007, 538, and 856), added 
entries for thesis advisors were included for the first time (in 
MARC 700), and author-supplied keywords were added to 
MARC 653. Because ETDs were accessible online, catalog-
ers began copying much of the data from the online record 
found in Penn State’s ETD database and from the title page 
of the ETD’s PDF file. This data was pasted into a MARC 
record in The CAT. To save time, ETD cataloging was sup-
plemented with a series of Macro Express macros for data 
repeated in every MARC record.22 Repeatable data included 
fixed field data elements in MARC 006, 007, nd 008, MARC 
260 (Publication, Distribution, etc.), and MARC 538 (Sys-
tem Details Note). Because thesis titles in PDF files were 
sometimes entirely capitalized, copying and pasting proved 
to be as time-consuming as typing the title from scratch. 
The Digital Access Team’s programmer created a script 
using AutoIt (a freeware automation scripting language) 
that adjusted the capitalization for pasting into The CAT.23 
Finally, an additional script was created to convert a bulleted 
list of keywords into a single MARC 653 field.24 Using this 
approach, the average ETD required between five and ten 
minutes for cataloging. Cataloging an ETD generally took 
about half as long as cataloging a print thesis, a time savings 
due primarily to the efficiency gained through the copying 
and pasting of data.

Old Workflow, 2004–14

After receiving a list of ETDs from the Graduate School 
thesis office each semester, the thesis cataloger cataloged 
each ETD individually. Starting with a blank template in the 
local SirsiDynix Symphony ILS, the cataloger used macros 
line-by-line to fill in constant fields (fixed fields, 006, 007, 
040, 260, 538). The cataloger transcribed or copied the title, 
author, degree type, advisor(s), and thesis department as 
they appeared on the ETD document. The cataloger took 
metadata from the ETD server page when it did not appear 

in the document, such as keywords for the 653 field. The 
URL provided in the 856 field led to the splash page for the 
individual thesis.

The cataloger provided local authority control for ETD 
authors and advisors by searching the local catalog for any 
previous works by the author or advisor and using the form 
of name found. If no previous works were found, the name 
was entered in MARC 100 and 700 using the usage found 
on the ETD. The cataloger added MARC 246 fields for title 
variations, such as an alternate form for hyphenated words, 
or discrepancies between the title on the PDF and that on 
the ETD server page. The cataloger also added pagina-
tion information in the 300 Physical Description field, and 
checked for additional files to list in 300 subfield $e, such as 
audio or video files. Typically, the cataloger would spend the 
bulk of a month (100–160 person-hours) cataloging 300–400 
ETDs after each semester.

With a shrinking staff, competing demands for time, 
and new priorities (such as the creation of metadata for digi-
tal projects), Cataloging and Metadata Services felt the time 
was right to transition from a largely manual, title-by-title 
process for cataloging ETDs to a more automated, batch 
approach that leveraged the power of harvesting author-
supplied metadata.

Harvesting Metadata versus  
Records from ProQuest

All doctoral dissertations at Penn State are submitted to Pro-
Quest/UMI Dissertation Publishing for microfilming.25 This 
arrangement, initiated for the purpose of preservation, has 
been in place for over fifty years. Penn State does not submit 
master’s theses to ProQuest, but authors may submit their 
master’s thesis abstracts to ProQuest’s Master’s Abstract 
program. Undergraduates in Penn State’s Schreyer Honors 
College are required to complete an undergraduate honors 
thesis. These are not submitted to ProQuest.

All doctoral dissertations and master’s theses are cur-
rently submitted to Penn State’s ETDs site and all under-
graduate honors theses are currently submitted to Penn 
State’s Electronic Honors Theses (EHTs) site.26 Both sites 
are OAI-PMH compliant. Because metadata are readily 
available and can be harvested for all ETDs and EHTs and 
ProQuest only has metadata for doctoral dissertations, the 
Digital Access Team chose to harvest this data locally.

Harvesting Metadata: The Process

Metadata are harvested from Penn State’s ETD server 
(etda.libraries.psu.edu) using MarcEdit’s Metadata Har-
vester. The harvest process includes an XSLT crosswalk that 
transforms the DC data output by the OAI-PMH feed into 
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RDA-compliant MARC records.
The server name and query date 

parameters are entered in the Server 
box, for example,

https://etda.libraries.psu.edu/
oai/?verb= 
ListRecords&from=2014-04-
01&until=2014 
-09-15&metadataPrefix=oai_dc

The Metadata type is set to “Dub-
lin Core.” Other options include OAI 
MARC, MODS, and MARC21XML.

The Crosswalk is set to the XSLT 
file locally customized to provide 
RDA-compliant MARC data in con-
formance with local standards for 
ETD metadata:

C:\Program Files\MarcEdit 6\xslt\ETD_
OAIDCtoMARCXML-rev5.xsl

Clicking on “OK” initiates the harvest, which usually 
takes only a few seconds for batchloads containing hundreds 
of records. The file of harvested records then automati-
cally opens in MarcEdit’s editor window. At this point, the 
MARC data can be further manipulated as needed for qual-
ity assurance. The edited .mrk file (a MarcEdit file format 
that is readable and easily editable by a human) is ultimately 
compiled into a MARC file in .mrc format for loading into 
the local ILS where the records are again spot-checked for 
quality to verify that aspects of the records more readily 
noticeable in the public Webcat interface are in fact correct 
and display as expected.

Tweaking the Dublin Core Mappings

The metadata available from the ETD server via the OAI-
PMH harvest are largely author-supplied (i.e., input by 
authors at the time they upload their ETDs to the site). 
These data elements are internally mapped to DC elements. 
Since DC is a much less precise framework than AACR2 or 
RDA, the first hurdle faced was mapping the vagaries of DC 
to the precision of RDA expressed in MARC.

The data elements available on the ETD site include 
“Graduate Program” and “Keywords.” Both were originally 
mapped to the DC element subject, which meant that the 
out-of-the-box XSLT transformation Penn State used as a 
test (OAIDCtoMARCXML.xsl) transformed both elements 
to the MARC 690 field, a local subject access field. Penn 
State’s practice for ETDs has been to distinguish between 
keywords, which were manually input in MARC 653 (Index 

Term—Uncontrolled) fields, and graduate program data, 
which was input using MARC 699, a local subject access 
field specifically for collating theses by graduate program 
in The CAT. The solution was to change the mapping of 
the Graduate Program ETD element to a DC element not 
used elsewhere in the data, coverage, and edit the .xsl file to 
output the DC element coverage as MARC 699. The .xsl file 
was also edited to output subject not as the default 690 but 
as MARC 653 instead.

A similar conundrum existed for ETD data elements 
originally not mapped to DC. Neither “Degree” nor “Com-
mittee” data was mapped to DC, and therefore not output 
in the harvest. Degree information needed to be mapped to 
the MARC 502 (Dissertation Note) and committee member 
data (i.e., personal names) mapped to MARC 700 fields 
(Personal Name Added Entries) with relationship designa-
tors. The solution was to map degree to a DC element not 
used elsewhere in the mappings, relation, and then edit the 
.xsl file to map DC element relation to MARC 502. Because 
this mapping is not standard, Penn State Libraries’ Digi-
tal Content Strategist (who remains in close contact with 
stakeholders at the Graduate School, the Honors College, 
and other institutions) was consulted to ensure that map-
ping the data in this way would not disrupt existing harvest 
workflows or negatively impact other potential harvesters of 
Penn State’s data via the OAI-PMH feed. The DC element 
contributor had not been used in the mappings, so Commit-
tee was mapped to contributor and the XSLT file was edited 
to output this data in 700 fields.

Finally, there was the issue of MARC data completely 
absent from the ETD author-supplied data and handled 
imprecisely or not at all by DC: 006, 007, 008 (Fixed Length 
Data Element fields), 040 (Cataloging Source), etc. Much of 
this could be added to the records with MarcEdit follow-
ing harvesting, but customizing the XSLT transformation 

Figure 1. MarcEdit’s Metadata Harvester
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allowed us to add this data as part of the harvest itself.
Table 1 shows the ETD data elements available for 

harvest and their corresponding DC and MARC mappings.
DC data output from the OAI-PMH harvest was trans-

formed and correctly formatted to RDA/MARC using a 
customized XSLT file.

XSLT Customization

Following initial testing of MarcEdit’s OAIDCtoMAR-
CXML.xsl crosswalk, it became evident that further cus-
tomization would be necessary to make use of all the data 
available from the harvest of Penn State’s ETD website, 
particularly regarding new mappings of degree type, gradu-
ate degree program, and access restrictions.27 After ten 
separate revisions of the original crosswalk, members of the 
Digital Access Team working with the Authority Control 
Librarian of the Cataloging and Metadata Services Depart-
ment reviewed samples of several hundred MARC records. 
Through each iteration, feedback was provided, errors were 
noted, and corrections and modifications were made to 
the crosswalk until its output met the department’s quality 
standards.

One of the authors had prior programming experience, 
but no experience in XSLT coding. An online tutorial and 
a standard reference book were used to acquire a basic 
understanding of XSLT before making changings to the 
XSLT crosswalk.28 Further information used in helping 
to debug the crosswalk was obtained by searching forums 
at Stack Overflow.29 In total, 92.5 hours spread out over a 
seven-month timeframe were used to learn XSLT, code the 
crosswalk, debugging, testing, getting feedback, and writing 
documentation. While this amount of time is considerable, 
the initial investment paid dividends almost immediately, 
as the time required to process a semester’s worth of ETDs 
plummeted from 100–160 hours to fewer than 8 hours. 
Return on investment (92.5 hours) occurred as soon as the 
new procedure was implemented in addition to paying divi-
dends: 10–70 hours of newly available staff time.

The first customizations made on the XSLT crosswalk 
handled local non-standard assignments to the DC ele-
ments coverage, relation, and rights that are discussed in 
the previous section. Coverage contained the name of the 
graduate degree program, such as Architecture, Aerospace 
Engineering, and Kinesiology. The original OAIDCtoMAR-
CXML.xsl crosswalk mapped this to the MARC 500 field. 
This was changed to MARC 699, a local subject access field 
specifically for collating theses by graduate degree program 
in The CAT. In initial tests, the MARC records output by 
the harvest showed MARC 699 positioned between MARC 
300 and MARC 520. To correct this, the code for mapping 
MARC 699 in the XSLT crosswalk was moved between 
mappings of MARC 653 and MARC 700.

Similar changes were made to other DC elements. The 
DC element relation contained the degree type, such as PhD 
or MS. The original OAIDCtoMARCXML.xsl crosswalk had 
mapped it to the MARC 787 field. Because degree types 
belong in MARC 502, the code in the crosswalk was changed 
to map it to that field. The DC element rights contained 
access restrictions. There were three possible values for this 
DC element: “Open Access,” “Restricted,” and “Restricted 
(Penn State Only).” In the original crosswalk, rights was 
mapped to MARC 540 (Terms Governing Use and Repro-
duction Note). This was changed to MARC 506 (Restriction 
on Access Note). The DC element subject was remapped 
from MARC 690 to MARC 653, since this DC element only 
contained author-supplied keywords. These three remaps 
were also re-positioned in the crosswalk so that their output 
displayed in the correct positions within a MARC record.

The second stage of customization involved adding 
MARC fields to the crosswalk that contained constant data 
appearing in every thesis MARC record. Examples included 
the MARC fields 006, 007, 008, 040, 260/264 (Produc-
tion, Publication, Manufacture and Copyright Notice), 300 
(Physical Description), and 538 (System Details Note). The 
MARC 008 was a special case: positions 00–05 required a 
computer-generated, six-character numeric string indicating 
the date the record was created in the format yymmdd. A 
function that could retrieve the current date was required. 
XSLT uses a language called XML Path Language, or XPath, 
that addresses parts of an XML document and performs cal-
culations on it.30 XPath provides several functions that XSLT 
can use. One of these is a function that retrieves the current 
date, current-date(), but because this function is from XPath 

Table 1. ETD, Dublin Core, and MARC Mappings

ETD Data Element Dublin Core MARC

Author creator 100

Email N/A N/A

Graduate Program coverage (previously 
mapped to “subject”)

699

Degree relation (previously 
not mapped)

502

Document Type type N/A

Date of Defense date 264 $c, 008 Date 1

Committee contributor (originally 
not mapped)

700

Availability rights (originally not 
mapped)

506

Title title 245

Abstract description 520

Keywords subject 653

Files identifier 856



196  Robinson, Edmunds, and Mattes LRTS 60(3)  

2.0 (with the current crosswalk in XSLT 1.0), the XSLT 
Engine in MarcEdit needed to be set to SAXON.NET, an 
XSLT processor designed to run using the Microsoft .NET 
Framework, in the MARCEngine section of MarcEdit’s 
preferences. By default, MarcEdit is set to the MSXML 
XSLT Engine, which does not support XPath 2.0 functions. 
Changing the XSLT Engine allowed us to add version 2.0 
functions to a version 1.0 XSLT crosswalk without having 
to upgrade the entire crosswalk to version 2.0. This saved 
coding time, but in the future it may be desirable to convert 
the entire crosswalk to XSLT 2.0. The output of this func-
tion yielded the date in the format yyyy-mm-dd-hh:mm. To 
convert this date into the format needed for MARC 008, the 
output was concatenated using three separate substring() 
functions together.31 Figure 2 shows the MARCEngine set-
tings in MarcEdit used for the customized crosswalk.

In addition to retrieving the record creation date, the 
publication date is also required for MARC 008 positions 
7–10 (Date1) and MARC 260/264 subfield $c. This was 
obtained during the harvest from DC element date. The 
date was in yyyy-mm-dd format and with the use of a sub-
string() function, the first four characters were mapped to 
all of these MARC21 positions.

During the early stages of testing, harvested data was 
output into MARC records using AACR2. The department 
began the transition to RDA in early 2013, but thesis cata-
loging had not yet made the transition at the time of testing. 
This was an opportune time to convert the XSLT crosswalk 

to output RDA-compliant MARC 
data. Following Program for Coop-
erative Cataloging (PCC) guidelines 
for RDA records, MARC 260 was 
changed to MARC 264.32 The Gen-
eral Material Designation (GMD) in 
MARC 245 subfield $h was replaced 
with three new MARC fields: 336 
(Content Type), 337 (Media Type), 
and 338 (Carrier Type). Instead of 
using MARC 502 subfield $a (Disser-
tation Note), dissertation information 
was parsed into separate subfields: $b 
(Degree Type), $c (Name of Grant-
ing Institution), and $d (Year Degree 
Granted). Relationship designators 
were added to MARC 100 and 700 
in subfield $e. In other areas of the 
MARC record, abbreviations were 
spelled out, such as converting “Pa.” 
to “Pennsylvania” in MARC 264 sub-
field $a (Place of Production, Publica-
tion, Distribution, Manufacture).

The next area customized was the 
display of degree type in MARC 502 

$b. ETD authors submitted this information via a dropdown 
box, but the format in which this information was stored in 
DC element relation did not coincide with the punctuation 
conventions currently used in 502 $b, for example, Ph.D. 
was stored as “PHD” and M.Agr. as “M AGR.” XSLT pro-
vides a method for expressing multiple conditional tests, 
by using an <xsl:choose> element in conjunction with mul-
tiple <xsl:when> elements.33 An <xsl:otherwise> element 
is used in conjunction with <xsl:choose> when none of the 
<xsl:when> elements matches the conditions being tested. 
To use this method, the degree type harvested from DC ele-
ment relation was stored in an XSLT variable called degree. 
Ten different <xsl:when> tests were performed on the value 
in degree to see if it matched one of ten different degree 
types offered by Penn State. If it matched one of them (i.e., 
PHD), the corrected form (i.e., Ph.D.) was stored in another 
variable called degree_output. The value in degree_output 
was mapped to 502 $b. If none of the <xsl:when> tests 
resulted in a match, then the value in <xsl:otherwise> was 
used. The term “Unknown” was assigned for this case. This 
will be helpful for detecting any future new degree types. 
Each time a harvest is performed, a visual scan of the 
records is sufficient to catch these for manual correction and 
future updating of the crosswalk. Figure 3 shows the XSLT 
coding for mapping the 502 field.

A similar <xsl:choose> structure was created for a single 
subfield in a local MARC 949 field. At Penn State, the 949 
field is used to create holdings information for each record 

Figure 2. MARCEngine Settings in MarcEdit
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during batchload into the catalog. 
The field contains nine subfields of 
which eight are constant data, set by 
local policy and coded directly into 
the XSLT crosswalk:

• $a (Call Number) = Electron-
ic thesis

• $w (Class Scheme) = ASIS
• $m (Library) = ONLINE
• $k (Current Location) = 

ONLINE
• $l (Home Location) = ONLINE
• $o (Notes) = no value assigned
• $r (Circulate Flag) = Y
• $s (Permanent Flag) = Y

The ninth, subfield $t contains 
the item type. For ETDs, only two 
values are valid: THESIS-D for doc-
toral dissertations and THESIS-M for 
master’s theses. These values are used 
in The CAT as limits for searching on 
doctoral dissertations or master’s the-
ses. The <xsl:choose> coding for this 
was almost the same as that for mapping to 502 $b, except 
it mapped an item type based on the value found in DC 
element relation. For example, “PHD” maps to THESIS-D 
and “MS” maps to THESIS-M. The <xsl:otherwise> value 
was set to THESIS-M because there were larger numbers 
of master’s theses than doctoral dissertations during testing. 
This will prevent this subfield from being blank and causing 
a batchload to fail. During a visual scan following a harvest, 
any instances of “Unknown” found in 502 $b requires that 
the cataloger check and correct 949 $t. Figure 4 shows the 
XSLT coding for using the degree type to determine the 
item type in Penn State’s local 949 field.

Coding was added to the XSLT crosswalk to handle 
initial articles in thesis titles. Because the majority of Penn 
State theses are written in English, the crosswalk handles 
only the initial articles “a,” “an,” and “the.” Respectively 
MARC 245 indicator position two is set to 2, 3, and 4. In all 
other cases, it is set to 0.

Another challenge was determining where a title ends 
and a subtitle begins. Sharretts, Shieh, and French noted 
that they considered anything following a colon as a sub-
title.34 Penn State took a similar approach, but expanded it 
to include the space following the colon. This decision was 
made in anticipation of unusual usage of colons in acronyms 
or for artistic or typographical effects. Our samples showed 
that the space following the colon was used in all cases and 
future testing will determine whether more elaborate cod-
ing is warranted.

Author names were already stored in inverted order on 
Penn State’s ETD website and did not contain fuller forms 
or birth dates. Consequently, the original code in the OAID-
CtoMARCXML.xsl crosswalk was simplified by removing 
the “persname_template,” an XSLT template designed to 
construct the MARC 100 and 700 fields for names with 
fuller forms and/or birth dates. Functionality for mapping 
additional authors to MARC 700 was retained even though 
co-authors were not found among any of the samples tested.

Unlike author names, thesis advisor and committee 
member names were stored in the DC element contributor 
in direct order. The form that ETD authors used to submit 
their thesis advisors and committee members is in free for-
mat, though there are separate areas for the advisors and 
committee members. In addition to the name, DC element 
contributor contains the role the individual played following 
the name and separated by a semicolon and space character. 
Roles include Thesis Advisor, Dissertation Advisor, Commit-
tee Chair, and Committee Member. Examples include “Jane 
Doe; Thesis Advisor” or “John Doe; Committee Member.” 
There can be multiple thesis advisors and multiple commit-
tee members for each thesis. When a thesis advisor’s name is 
not present, the committee chair is assumed to be the thesis 
advisor. Adding to the complexity, names as entered by the 
ETD author sometimes include prefixes (Dr., Professor), 
suffixes (Jr., III), and the degree of the advisor or committee 
member (PhD, DEd). In some rare cases, several members’ 
names were entered consecutively in the same field. The 

Figure 3. XSLT Coding for Mapping Degree Type in MARC 502 Field
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goal was to get all thesis advisors 
associated with a thesis mapped to 
MARC 700 fields with their names in 
indirect order. This was a particularly 
challenging and complicated coding 
task.

An Open Archives Initiative har-
vest of 773 theses was used as a sam-
ple to determine the variations found 
in the DC contributor element. Each 
variation was noted and an algorithm 
was developed to address the most 
common forms and some of the more 
prevalent problematic forms. While 
processing the contributor element, 
any unusual findings were mapped 
to the MARC 720 (Added Entry—
Uncontrolled Name) for evaluation 
after the harvest. As a backup, any-
thing the algorithm missed will be 
detected by our authority control 
vendor and reported as errors that 
can be cleaned up later. In future 
harvests, the algorithm may need to 
be adjusted to address new issues that 
may arise.

A simplified version of the algo-
rithm to convert direct-order person-
al names as harvested into name added entries in the MARC 
bibliographic record in inverted order (i.e., Last Name, First 
Name, other data):

1. Gather the roles of the first nine contributors (an arbi-
trary value intended to exceed the typical number of 
possible individuals).

2. Separate the name from the role using the position of 
the semicolon.

3. If the role is “Committee Chair” and no other role 
contains the term “Advisor,” then set the role for that 
individual as “Thesis Advisor.”

4. Because the name in DC element contributor is in 
direct order, assume the presence of a comma to 
mean the name contains a suffix or degree following 
it. Separate the data following the comma from the 
name. An example would be Martha Evans, PhD.

5. If the role is “Dissertation Advisor” or “Thesis 
Advisor,” continue to the next step. Otherwise, ignore 
this name, exit the algorithm, and then start the whole 
process over with the next name.

6. Remove any titles from the beginning of the name 
(Dr., Prof., etc.).

7. Tokenize the name (i.e., split the name into individual 
elements).

8. Check the last token. If it contains a suffix (Jr., Sr., III, 
etc.), choose the second to last token as the surname. 
Otherwise, the last token is the surname. This check 
for suffixes is because sometimes they appear before 
the comma.

9. Output the surname into a MARC 700 subfield $a, 
followed by a comma, and then the rest of the tokens 
preceding the last token (first and middle names or 
initials).

10. If the name contains a suffix (Jr., Sr., III, etc.), then 
output the suffix into MARC 700 subfield $c.

11. Output “thesis advisor” into MARC 700 subfield $e.
12. Discard any titles or degree information following the 

comma (PhD, MS, Prof., etc.). After discarding, if any 
remaining data are found, output into MARC 720.

This algorithm may not appear to follow a logical pat-
tern. The apparent illogic is due to having to write code 
within the limitations of variable assignments in XSLT. 
Unlike many traditional programming languages, XSLT 
does not allow a variable’s value to be modified once it has 
been set.35

In testing the customized XSLT crosswalk, there was 
concern about how to handle unusual characters that might 
encode or display incorrectly in Penn State’s online catalog 

Figure 4. XSLT Coding for Setting Item Type Based on Degree Type



 LRTS 60(3) NOTES: Leveraging Author-Supplied Metadata, OAI-PMH, and XSLT to Catalog ETDs  199

or in OCLC WorldCat. This occurred when a thesis was 
found to contain a Unicode line separator character, which 
caused half of a summary note (MARC 520) to appear at 
the end of the record in MarcEdit’s MarcEditor. It became 
apparent that thesis authors often copied and pasted much 
of their information from whatever word processing soft-
ware they used into Penn State’s thesis submission forms. 
This practice introduced a large number of characters not 
generally compatible with online library catalogs. Penn 
State’s Digital Library Technologies staff partially addressed 
the issue by applying a filter to strip control characters from 
the OAI-PMH feed. During additional troubleshooting, a 
sample harvest was imported into a local save file in the 
OCLC Connexion client. A considerable number of these 
records did not validate because of incompatible characters.

A two-pronged approach was used to address these 
characters. First, a script was written using AutoIt that reads 
in a MarcEdit .mrk file and writes the record numbers 
and incompatible characters found in those records into a 
spreadsheet.36 Second, after reviewing the resulting spread-
sheet, an XSLT template was developed for the crosswalk 
to convert all of the incompatible characters found in the 
773-record sample harvest noted above.

The first process the template performed was a Unicode 
normalization using the Normalization Form Compatibility 
Decomposition (NKFD).37 This converted single charac-
ters (a letter and a diacritic as a single character) into their 
decomposed forms of a letter and a combining mark. It also 
separated ligatures (such as “fi”) into two separate charac-
ters. There are four different Unicode normalization forms, 
and through testing, NKFD produced the best results. 
For this to work, the XSLT Engine settings in MarcEdit 
required that Unicode Normalization be set to Compatibil-
ity Decomposition (KD).

The remainder of the template converts individual non-
compatible characters into their compatible equivalents or 
as bracketed interpolations. These included both lowercase 
and uppercase Greek letters used as mathematical variables, 
right and left quotes and double quotes, a variety of dash and 
hyphen symbols, a large number of characters found in the 
Unicode Private Use Area for Microsoft symbol fonts, and 
other assorted mathematical symbols (such as the infinity 
symbol).

Because there is no way to predict what kinds of non-
compatible characters thesis authors might include in their 
metadata, and developing a template to handle thousands of 
such characters is time-consuming, the AutoIt script used to 
detect them will be part of the workflow for future harvests. 
Henceforth, any non-compatible characters found will be 
manually corrected before loading into Penn State’s online 
catalog. During future reviews, non-compatible characters 
that appear in large numbers may warrant additions to the 
crosswalk’s template.

Throughout the development of this customized tem-
plate, the Digital Access Team invested a significant amount 
of effort to minimize the amount of work needed in future 
harvests. The team expects that further tweaks will be nec-
essary; the decision to implement a given enhancement will 
be based on whether the time required to implement the 
enhancement will save time or resources in the future.

New Workflow, 2014–

As noted above, the old workflow was largely manual. The 
new workflow was designed to free up a copy cataloger’s 
time by leveraging the power of harvesting author-supplied 
data and batch loading records into the catalog. The time 
required to develop and test the process was not insignifi-
cant, but the immediate and long-term savings in time and 
gains in efficiency and quality warranted the decision to 
invest resources up front. The new process is outlined below.

After receiving the .mrk file of ETD metadata, the 
thesis cataloger begins quality assurance procedures. Using 
MarcEdit’s Export Tab Delimited function, the cataloger 
exports a set of fields into a tab-delimited text file which 
is then opened in Excel to allow for sorting by fields. The 
included MARC fields are 001 (control number), 100$a 
(author name), 245 (title), 502 (degree type), 506 (access 
note), 699 (academic program), 700 (advisor), 856$u (URL), 
720 (used for advisor fields that could not be properly 
parsed), 949 (holdings note, which generates call number 
and item information), and 520$a (summary).

The cataloger first sorts by author’s name (MARC 100) 
and compares the file with a list of ETDs provided by the 
Graduate School to ensure that all ETDs were included in 
the extract. It may be necessary to either manually catalog 
ETDs that are missing from the extract, or to delete ETDs 
from the .mrk file that are not on the Graduate School’s list 
for that semester. Some discrepancy in names may be caused 
by name changes, different parsing of compound surnames, 
or misspellings. The cataloger then compares the 502 
field (degree type) to ensure that it matches the item type 
contained in the MARC 949, either THESIS-D for doc-
toral degrees (PhD, DEd, etc.) or THESIS-M for master’s 
degrees (MS, MA, MEng, etc.). The cataloger checks for the 
presence of any 720 fields, which indicate that manual inter-
vention is required on the 700 advisor note, and resolves as 
necessary. Next, the cataloger scans the 506 field and makes 
a list of all “Restricted” files, to shadow these records in The 
CAT after load. In SirsiDynix parlance, shadowing a record 
leaves it intact in the catalog but removes it from public view.

The cataloger checks for any ETDs that require assign-
ment of LCSH based on departmental standards. These 
records are referred to original catalogers after the file has 
been loaded into The CAT. The cataloger uses the Find 
function in Excel on the column containing MARC 245 data 
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to find references to Pennsylvania or Penn State in ETD 
titles. The cataloger sorts by Graduate Degree Program (in 
the 699 field) and manually scans the titles of all ETDs in 
departments (e.g., humanities, arts, languages) most likely 
to be associated with such data to check for references to 
authors and works. At this stage, the cataloger also scans 
for ETD titles in non-English languages, and corrects the 
language fixed field for those records.

Next, the cataloger uses the AutoIt script, which checks 
all fields in the .mrk file for text characters not compliant 
with OCLC load requirements. After manually correct-
ing these in the .mrk file, the ETD cataloger compiles the 
file into an .mrc file that is ready to load into SirsiDynix’s 
staff module WorkFlows. When the load is complete, the 
cataloger shadows all records for “Restricted” ETDs to hide 
them from public view, and refers any records requiring 
subject headings to an original cataloger. Access restrictions 
last up to two years, after which the cataloger receives noti-
fication from the Graduate School and makes the records for 
shadowed ETDs visible to the public. For examples of thesis 
MARC records from 2002 (when many theses were still 
produced in print), 2004–14 (when ETDs were cataloged by 
hand), and from 2014– (after the adoption of the new work-
flow), see the Appendix.

Conclusion

Ensuring discovery of and access to materials in low-bar-
rier self-deposit services, such as ETD databases, requires 
an enormous investment of time and resources when 
approached with a traditional cataloging mindset, i.e., cata-
loging items one-by-one. By leveraging metadata supplied 
by authors at the time of deposit, OAI-PMH harvests, and 
the transformations of data possible with XSLT, the authors 
devised tools and a workflow that greatly improved the 
efficiency of the cataloging process with minimal impact on 
metadata quality. Development and testing of the new pro-
cedure required a considerable investment of time, but with 
the scripts now in place and a redesigned workflow, a proce-
dure that previously required months of staff time annually 
now takes hours. As cataloging and metadata departments 
are being asked to provide new services while still keeping 
up with traditional workflows, it is imperative to make every 
effort to streamline procedures that can be simplified. Cata-
loging ETDs is one such procedure. By extension, variants 
of the tools and processes described above could be applied 
to similar cases, such as institutional repositories or, in fact, 
any database in which metadata resides and is harvestable 
via OAI-PMH.38
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Appendix

A typical print thesis MARC record from 2002:

LDR 00638 tm a2200169 a 4500
008 030902s2002\\\\pau\\\\\\\\\\\000\0\eng\d
040 __ $a PSt $c PSt
100 1_ $a Halperin, Gregory S.
245 10 $a Therapist personality and tactics of interpersonal 
influence /$c by Gregory S. Halperin.
260 __ $c 2002.
300 __ $a 83 leaves.
502 __ $a Thesis (Ph.D.)--Pennsylvania State University, 
2002.
533 __ $a Microfilm (positive). $e 1 reel 35 mm. $c (Uni-
versity Microfilms 30-64931)
699 __ $a Psychology.

A typical ETD MARC record from the Old Workflow 
period, 2004–14:

LDR 01428cam a22003137 4500
006 m\\\\|\\\d\|\\\\\\
007 cr\|n||||||||n
008 121205s2012\\\\pau\\\\\\\\\\\000\0\eng\u
040 __ $a PSt $c PSt 
100 1_ $a Shipley, Peggy Zoe.
245 10 $a Life patterns of family caregivers of patients with 
amyotrophic lateral sclerosis $h [electronic resource] / $c by 
Peggy Zoe Shipley.
246 30 $a Family caregivers of patients with amyotrophic 
lateral sclerosis
260 __ $a [University Park, Pa.] : $b Pennsylvania State 
University, $c 2012.
300 __ $a 1 electronic document (443 p.)
500 __ $a Mode of access: World Wide Web.
500 __ $a Thesis advisor: Janice Penrod.
502 __ $a Thesis (Ph.D.)--Pennsylvania State University, 
2012.
533 __ $aMicrofilm (positive). $e 1 reel ; 35 mm. $c (Uni-
versity Microfilms 35-34763)
538 __ $a The full text of the dissertation is available as a 
Adobe Acrobat .pdf file ; Adobe Acrobat Reader required 
to view the file.
653 0_ $a Family caregiver; health as expanding conscious-
ness; ALS; amyotrophic lateral sclerosis; life pattern
699 __ $a Nursing.
700 1_ $a Penrod, Janice L., $e thesis advisor.
856 40 $u https://etda.libraries.psu.edu/paper/15131/

A typical ETD MARC record harvested using the New 
Workflow, 2014–:
LDR 03310nam a22003737i 4500

006 m\\\\||\\d\|\\\\\\
007 cr\|n||||||n||
008 141027s2014\\\\pau\\\\\sm\\\\000\0\eng\d
040 __ $a PSt $b eng $e rda $c PSt
042 __ $a dc
100 1_ $aTownsend, Andrew, $e author.
245 10 $aRevisiting Mesopredator Release : $b Carnivore 
Dynamics Along A Gradient of Landscape Disturbance.
264 _1 $a [University Park, Pennsylvania] : $b Pennsylvania 
State University, $c 2014.
300 __ $a 1 electronic document.
336 __ $a text $b txt $2 rdacontent
337 __ $a computer $b c $2 rdamedia
338 __ $a online resource $b cr $2 rdacarrier
502 __ $b M.S. $c Pennsylvania State University $d 2014.
506 __ $a Open Access.
520 __ $a Human induced habitat loss and predator perse-
cution caused severe declines in apex carnivores throughout 
the North American continent. Removal of apex preda-
tors allowed smaller, lower rank predators from the Order 
Carnivora to become prominent. These “mesopredators” 
flourished, destabilizing ecosystems by driving many prey 
species toward extinction. However, some suggest that 
mesopredators still benefit from contemporary vegetation 
changes and fragmentation by thriving in disturbed areas. 
Many worry the versatility of these mesopredators could 
further threaten their prey species by leading to increased 
predation in anthropogenically-disturbed areas. This study 
seasonally sampled predator distributions along land cover 
gradients in forested, riparian corridors in Appalachia to 
identify whether landscape modification results in changes 
in carnivore community structure in the region. The study 
area consisted of randomly generated sites along streams in 
central Pennsylvania. I gathered data from camera traps and 
field surveys to catalogue the spatial ecology of mesopreda-
tors. I analyzed these data with landscape metrics to test 
the hypothesis that as forest contiguity decreases, both the 
abundance and richness of the predator community increas-
es, possibly adding pressure on vulnerable prey populations. 
Through the analysis of these habitat metrics and carnivore 
occurrence data, this study found that carnivore species 
richness and abundance do generally increase with human 
disturbance in rural settings. However, this pattern is not 
due to the behavior of every species as many mesopredators 
are present across these rural landscapes and exhibit differ-
ent responses to disturbance. Nevertheless, a few important 
generalists, namely the canids and raccoons, do show pref-
erences toward more human disturbed areas and thus, are 
most accountable for this observed pattern.
538 __ $a The full text of the dissertation is available as an 
Adobe Acrobat .pdf file ; Adobe Acrobat Reader required 
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to view the file.
653 _0 $a spatial ecology
653 _0 $a mesopredator
653 _0 $a predation
653 _0 $a landscape gradients
653 _0 $a riparian corridors
653 _0 $a Appalachia
653 _0 $a ecological cascades
699 __ $a Geography
700 1_ $a Brooks, Robert P., $e thesis advisor.
700 1_ $a Bishop, Joseph A., $e thesis advisor.
700 1_ $a Serfass, Thomas L., $e thesis advisor.

856 40 $u https://etda.libraries.psu.edu/paper/22618 $z 
Connect to this object online.
949 __ $a Electronic thesis $w ASIS $m ONLINE $k 
ONLINE $l ONLINE $r Y $s Y $t THESIS-M
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Notes on Operations

As electronic books and electronic journals have become more prevalent, so too do 
the number of electronic resources outages related to those resources. This paper, 
distilled from a presentation delivered at the 2015 American Library Association 
Midwinter Meeting, describes the implementation of a new tracking system for 
electronic resources outages at the University of Michigan (UM). It elaborates on 
the decisions that went into building the system and the insights gleaned from 
analyzing a year’s worth of outages. It is hoped that such data might better inform 
decisions related to electronic resources at UM, and that its collection might 
inspire similar data-driving tracking elsewhere.

The landscape of electronic resources available to institutions is large, and 
ever-growing. As the number of resources increase, so do the kinds of tech-

nologies used to access those resource and the number of things that can go 
wrong with that technology.

After years of relying on email and anecdotal information to track electronic 
outages, the University of Michigan’s (UM) Library’s Electronic Access Unit 
(EAU) took a more concerted approach in 2013, working with the collaboration 
of their paraprofessional colleagues in the Electronic Acquisitions Unit and the 
Electronic Cataloging Unit. Managed by an electronic resources librarian, the 
paraprofessional staff in EAU developed an outage framework for the FootPrints 
ticketing system, which enables the team to track when electronic resources 
(e-resources) fail and under what conditions, with far greater precision than was 
previously possible. Additionally, FootPrints’ extensive reporting capabilities 
enable more detailed analysis of e-resources outages and their causes, which 
analysis we hope to use to inform future purchasing decisions.

This study examines outages that occurred between June 2013 and June 
2014. EAU sought to determine patterns based on outage type and vendor. The 
team also sought to highlight areas where it might improve the ticketing system 
to better capture types of outages missed in the initial implementation. Although 
Footprints was implemented spring 2013, this study begins in June of that year 
to allow for time to become familiar with the system.

Literature Review

Libraries are aware of the problems endemic in electronic resources e-resources 
(e-resources), particularly journals. Donlan notes that “even when e-journals are 
part of an aggregation (a standard package of titles as opposed to an individual 
menu of titles from one provider) ) there can be problems with establishing cor-
rect holdings data. Content providers drop journals or lose them to competitors, so 
the end date for a journal run must be established in the link resolver’s knowledge 
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base for the OpenURL to ‘know’ where a particular issue is 
available.”1 Such issues are hardly minutiae of concern only 
to staff member on the backend of the system, for as Donlan 
notes, “Nothing is more frustrating to a user than to click a 
full-text icon that leads to ‘web page not found’ or ‘sorry, no 
full-text was found for your article.’”2 These problems have 
a direct and measurable impact on user experience, and the 
failure of those resources to perform reflects poorly on the 
library and the institution.

This effect is understood on the user’s end only in the 
most basic terms, irrespective of the various workarounds 
devised to offer content. As Trainor and Price observed, 
“Put another way, users generally do not care whether the 
item is in the library’s collection: they clicked the resolver 
button because they want to know whether the item is 
immediately accessible to them.”3 This points to the nature 
of the end user’s problem (“Do I have access?”), which dif-
fer greatly from the complexities seen by staff attempting to 
troubleshoot the issue. While troubleshooters may ask where 
in the chain of communication between publisher, content 
provider, link resolver, and institution the access failed, the 
user ultimately has a different view of things. It is good to 
be reminded that despite the time and energy we devote to 
these troubleshooting efforts, the end result is still a struggle 
to answer a yes-or-no question.

In their survey of e-resources librarians, Rathmel et al. 
point to the difficulty not only in managing the relationships 
between libraries and vendors, but in managing relation-
ships between different divisions of the library. Tools public 
services librarians have been utilizing for years as part of 
their reference work can be applied successfully to technical 
services interactions. According to Rathmel et al., “Cus-
tomer relations management (CRM) and ticketing systems, 
both underused according to the survey, are one of the ways 
reference desks have managed handoffs, tracked statistics 
on common questions and resolutions, and gathered user 
feedback.”4 Though typically thought of in its outward-
facing functions, CRM when harnessed internally within the 
library can greatly help communication between the many 
parties called upon over the course of outage resolution. 
At Oakland University, though BMC’s FootPrints product 
was under consideration, ultimately staff went with a com-
bination of Trello and Zapier’s CRM software to improve 
internal communication on e-resource outages, and they 
saw that Trello’s label system was useful in tracking trends in 
reported errors.5 In their implementation of CRM software, 
Borchert noticed a marked increase in the expedience with 
which troubleshooters could organize reports of electronic 
outages (and, more useful still for long-term reporting, the 
ability to search and sort logs of previous outages greatly 
increased.)6 In a presentation about the same implementa-
tion, Borchert and Graves received “lively discussion from 
attendees” on the topic of harnessing the power of CRM 

software internally to better keep disparate parts of the 
library aware of each other’s efforts to solve the complex 
issues attendant upon e-resources. Borchert and Graves 
reported that “one audience member pondered why elec-
tronic resource management systems or integrated library 
systems were not providing this service. Another wondered 
if this expectation of integrated library systems was valid and 
whether libraries would be able to wait for vendor develop-
ment in this area.”7 While the first question may remain 
unanswered, the answer to the second, in the intervening 
decade between 2006 when it was asked and now, appears 
to be “no.” Libraries are done waiting.

In addition to CRM, cross-training or an introduction to 
other units’ workflows may also assist in improving internal 
communication, as Malinowski observed at California State 
University, Fullerton (CSUF). At CSUF, “acquisitions staff 
met with staff responsible for managing the SFX server to 
discuss e-journal problem solving. As part of this discussion, 
the SFX staff developed an understanding of acquisitions 
workflows; this effort created a common understanding of 
answers to questions such as ‘why is it taking so long to get 
vendors to respond?’”8 Without exposure to the realities of 
acquisitions work (including the sometimes slow pace of 
library-vendor communications), troubleshooters might not 
understand why answers are so slow in coming.

Various organizations have attempted to wade into the 
shifting morass of electronic access and create best prac-
tices which should decrease the amount of failed access 
attempts. The Counting Online Usage of Networked Elec-
tronic Resources (COUNTER) initiative, for example, has 
attempted to leverage journal usage statistics to inform 
libraries’ acquisition decisions, but is unable to account for 
the kind of discovery services most in vogue now. The Inter-
national Federation of Library Associations and Institutions 
(IFLA) notes that “the availability of quality statistical data 
is important in understanding how well resources are used 
and how cost effective they are compared to other products. 
This is particularly important in supporting renewal and 
de-selection decisions.”9 However, “index-based discovery 
services may or may not directly embed full-text content, 
and therefore a number of the prescribed reports that deal 
with full text are not relevant.”10 With better data about how 
e-resources are or are not being used (for example, turn-away 
statistics), acquisitions specialists would be better able to 
avoid purchasing the kind of resources whose performance 
and stability turns out to be substandard. However, while 
prescribing best practices is useful to vendors already com-
mitted to or in the midst of change, they are guidelines given 
in the fervent hope that vendors might take notice of them 
and act accordingly. Without repercussions for a failure to 
abide by these guidelines, vendors are able to ignore them.

The implementation of the OpenURL standard 
maintains a great influence over whether users access 
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content. OpenURL linking, when supported by (for exam-
ple) abstracting and indexing services, allows for the con-
struction of links to full-text content that is subscribed to by 
the institution utilizing the OpenURL. Using bibliographic 
metadata to form, “OpenURLs are then sent to link resolv-
ers run by individual institutions with which users are 
affiliated, which check the bibliographic information about 
the located resource against a local database of licensed 
and open access resource. The user is then presented with 
a list of options for how to access different versions of the 
resource in print and in licensed databases.”11 In seeking to 
map the degree to which different levels of error affected 
students’ willingness to search out content despite outages 
encountered, Mann and Sutton examined what they termed 
“severe system error” and found that “failure to display an 
OpenURL link for some item types (e.g., gray literature) and 
refusing to accept the OpenURL link were serious problems 
which overpowered multiple students during the usability 
tests. . . . System errors add additional complexity to stu-
dent interactions with e-resources—perhaps just enough 
complexity to overwhelm them.”12 While data suggested 
that users are willing to determine metadata differences 
like mismatched titles or journal issues with a quick Google 
search, encountering severe system errors like error codes, 
blank screens, and absent links may cause students to cease 
a search completely. The level of error is so great that users 
assume the desired content lies behind an insurmountable 
barrier of system malfunction. Such studies highlight the 
need both for explanatory error messages and for always 
providing “a way out” rather than resolving to a blank screen 
with no link to alternative paths to content.

Various examples exist of scholarly institutions’ attempts 
to manage the response to e-resources outages. At Illinois 
State University, librarians polled both public and technical 
services staff and found a need both for increased cross-
training between these two groups, and for public services 
staff to be more included in the conversations around elec-
tronic access. Foster and Williams note that “much of the 
literature that emphasizes the importance of collaboration 
rarely mentioned public services staff and limited their par-
ticipation in electronic resources management to traditional 
roles. The public services interest in this study indicates 
that an important group of potential collaborators has been 
frequently overlooked.”13 Such studies exemplify the notion 
that e-resources outage resolution is a team effort extend-
ing across all branches of the library that come into contact 
with these resources. At Colorado State University, staff 
have been able to leverage LibGuides to expose some of 
the technical knowledge unique to those who acquire and 
maintain e-resources to all staff. They even go so far as to 
provide audience-specific e-resource LibGuides, stating 
that, “e-books might present a challenge for help desk staff 
who neither work with e-books regularly nor are familiar 

with the general routines of ER access. A separate, abbre-
viated e-books guide was designed to directly target the 
library information desk environment with wording tailored 
for library staff and students working at the information desk 
rather than a general audience.”14 Texas A&M University has 
found screencasting to be of assistance in troubleshooting 
the errors of remote colleagues and documenting a problem 
for vendors.15

Lacking from existing research on this topic is a 
detailed examination, not just into how careful documenta-
tion of e-resources troubleshooting is done, but into what 
the results of such troubleshooting tracking show about the 
quality of vendor products. Such analysis might prove useful 
both in present and future negotiations for better services 
from the vendors libraries deal with on a daily basis. It is this 
absence that the author seeks to address in this study.

Selecting a Tracking System

In 2012, an internal analysis of library workflows at the 
University of Michigan (UM) Library revealed challenges in 
library communication. As a result, each unit looked more 
carefully at their methods of communication, including the 
EAU outages team. The use of electronic resources had 
been on the rise, creating new access problems and new 
needs for staff who can troubleshoot. While this helped to 
justify the hiring of two additional team members, the prob-
lem of communication remained, and in seeking to address 
it, the FootPrints ticketing system came up as an option.

Widely implemented across various units in the UM 
library system, FootPrints processes incoming emails to 
set an email address into ticket form in an online, browser-
based workspace. All team members can access this work-
space, which can be customized to track everything from 
ticket arrival time, status and description to time spent on a 
ticket. Tickets can be transferred across workspaces to other 
teams (such as acquisitions, cataloging and public services), 
and the fact that each of these teams were already using 
FootPrints as a ticketing system made its implementation all 
the more attractive to EAU.

Previous communication occurred primarily via emails, 
resulting in pertinent information becoming siloed in indi-
viduals’ email boxes if respondents neglected to “reply all” 
in their correspondence. This increased the amount of time 
needed to address issues, as members of the troubleshooting 
team sought to determine who knew what about which out-
age. This situation was further complicated when the person 
who had received the pertinent information was out of the 
office. While we considered other ticketing systems includ-
ing Trello and Jira, the ease of transferring tickets between 
units, the availability of a programmer who was familiar with 
FootPrints and how to customize it, and the fact that the 
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library had already purchased it drove the team’s decision 
to use FootPrints.

Because of the high degree of customization the prod-
uct offers, EAU customized dropdown menus, enabled 
time tracking, and provided free-text fields as necessary. 
The team established a group email address to forward 
emails received into the FootPrints system, where the newly 
formed tickets would await troubleshooting by one of the 
four members of EAU. The aim is to respond within 24 
hours to any incident, with the exception of weekends. All 
team members receive notifications any time the group 
email address receives an outage report.

In addition to the group email, other units can cross-
copy tickets into our FootPrints workspace, and by far the 
unit contributing the most of these kinds of outages is the 
Ask a Librarian reference service, which on average send 
about half of their problems per month to EAU. The issues 
referred from Ask a Librarian into our workspace tend to be 
complicated technical issues that cannot be solved by chang-
ing a search method or ensuring that a user has logged into 
the system before attempting to access resources.

Outage Types

A dropdown menu in Footprints provides a controlled 
vocabulary, eliminating the possibility of typographical 
errors or variants in naming when assigning an outage type. 
FootPrints allows for the classification of outages, which 
EAU has separated into the following twelve categories:

• Bundled Content: When several articles are bun-
dled into a single document, making it difficult for 
both link resolvers and patrons to recognize that their 
desired content is inside

• Configuration: Including but not limited to concur-
rent user limit errors, missing IP ranges, improperly 
formatted SICI (Serial Item and Contribution Identi-
fier) errors, poor site navigation, reset passwords

• Proxy: Where off-campus or wireless access through 
EZ Proxy is not working

• Violation/Breach: The amount and speed of accessed 
content exceeds limits set by the vendor and access is 
cut off as a precaution

• Holdings: Coverage in our catalog or knowledgebase 
does not match the vendor’s coverage

• Metadata: Where incorrect metadata (author last 
name, volume/issue number, etc.) is causing linkage 
to break down

• OpenURL: Where the link resolver’s linking syntax 
is insufficient for the resource and is failing to reach 
the article

• Scheduled Maintenance: Where the vendor has 
informed us of upcoming maintenance (this can also 

occur on our end)
• Target Content Lacking: The article, e-book, volume 

or issue is not available on the vendor’s site
• Target Site Down: Vendor’s site is down
• Subscription: Where vendor does not recognize that 

we have a subscription to their product, likely due to 
renewal, licensing, or payment changes

• Other

Another option is to leave the problem type blank. Upon 
review, EAU determined that this typically occurred dur-
ing a time crunch, when the troubleshooter filled out the 
form in a rush to attend to the surge of outages. Since the 
description field in Footprints contained a log of both the 
initial report and all the subsequent updates and final reso-
lutions to these outages, the team felt comfortable assigning 
problem types retroactively, based on the wealth of informa-
tion available on each outage and preserved in the ticket. 
In the future, EAU will take greater care to ensure that the 
Problem Type field is always populated with an outage type 
before a ticket is closed.

Problem and Resolution

To minimize the possibility of typographical errors muddling 
statistics, the “Who Caused Problem” and “Who Resolved 
Problem” fields are populated by dropdown menus, which 
contain the following options:

• Acquisitions
• Cataloging
• ER (Electronic Resources) Staff
• Knowledgebase Vendor
• Link Resolver Vendor
• Metadata Vendor
• Selector
• Subscription Agent
• User
• Vendor
• Web Systems

The system distinguishes between Knowledgebase Ven-
dor, Link Resolver Vendor, and Metadata Vendor (the 
vendor of the discovery service’s metadata), even though at 
present the same company (ProQuest) is used for all three 
services. This distinction assists both in knowing which part 
of the company to contact in case of future issues (repeat 
issues can be resolved faster if the team is able to point to 
previous occurrences and how they were resolved), and in 
maintaining a separation of functions in case the same com-
pany is not always in charge of all three services.

When the team attributes the cause of the problem to 
“Vendor,” the intent is to indicate the content provider. For 
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example, if a user discovered an issue of a journal miss-
ing from ProQuest Research Library, and the cause of the 
“Target Content Lacking” outage was determined to be the 
vendor’s fault, the “Who Caused Problem” field would be 
populated with “Vendor,” and the “Vendor” field would be 
populated with ProQuest.

EAU lacked serviceable statistics regarding vendors 
before implementation of FootPrints, and relied on anec-
dotal memory to determine which vendors to add as drop-
down menu options. The list in the following graphs does 
not encompass all of the vendors, but instead the large, easily 
recognizable names associated with enough outages at the 
time of implementation to warrant addition to the list. Using 
a dropdown list made choosing the correct version of a ven-
dor name a more efficient process. The team knew it could 
not account for all possible vendors, however, even if it were 
not trying to keep the dropdown menu items to a manage-
able number on a single computer screen without scrolling. 
The team added the option of “Other” in the Vendor field, 
with a free-text entry box to enter other vendor names. While 
the option for free-text potentially raises the possibility of 
discrepancies in naming between individual troubleshooters 
(one troubleshooter may list American Medical Association, 
for example, and another may put AMA), EAU has discussed 
a controlled vocabulary and ensured that the same name is 
being used across troubleshooters for the same entity.

Life Cycle of an Electronic Resource Outage

To better grasp the troubleshooting workflow, the life cycle 
of a possible e-resource outage from beginning to end is 
illustrated. On Tuesday evening, a patron attempts to access 
an article in EBSCO’s Omnifile Full-text Select via the 
library’s OpenURL link resolver. The page the link resolves 
to is an EBSCOhost error page that states “No Results 
Found.” The patron clicks the “Full-Text Not Working? 
Please let us know!” link below the 360 Link OpenURL 
button. This provides a Qualtrics form (www.qualtrics.com) 
for users to specify the problem (see figure 1). Users can 
also enter their email address for follow-up from reference 
staff, and any notes they wish to add to the report. Once 
submitted, this form generates a ticket in FootPrints’ Ask a 
Librarian workspace, where a reference staff member seeks 
to re-create the outage. The staff member is able to re-create 
the error, suggesting that it was not a temporary glitch or 
user error. When the reference staff member can confirm 
that the problem is of a technical nature not noted in the 
catalog as a known issue, he forward it to EAU.

On Wednesday morning, the EAU staff member who 
handles that week’s outage rotation looks at the outage, which 
is now in FootPrints’ Electronic Outages workspace. The 
staff member drills down to the journal-level in the Omnifile 

Full-Text Select database on EBSCO and successfully locates 
the article in question. The staff member then tabs back and 
forth between the 360 Link page detailing the information 
searched upon unsuccessfully by ProQuest’s link resolver, 
and the page containing EBSCO’s metadata on the article. 
She identifies what she believes to be the problem: ProQuest 
calls the issue of the journal “7–8,” whereas EBSCO calls it 
“7/8.” Suspecting that this is causing the error, she opens up 
a ticket with ProQuest’s Summon team, requesting that they 
change their metadata to match EBSCO’s since that is how 
the article can be successfully reached on EBSCO. Later that 
day, a member of ProQuest’s support team responds, indi-
cating that ProQuest is unable to make this change since it 
would cause sites successfully using that metadata to link out 
from 360 Link to then fail in making that transfer. ProQuest 
suggests that the EAU staff member contact EBSCO, which 
the staff member then does.

EBSCO responds on Thursday, requesting screenshots 
of the error message, which the EAU staff member provides. 
EBSCO notes that the link resolver in use is not an EBSCO 
product, and that they cannot see what ProQuest is doing to 
cause the linking to fail. When the EAU staff member points 
again to the discrepancy in the metadata between the two 
companies, EBSCO responds that they cannot change their 
metadata for the same reason as ProQuest. Because of this 
impasse, the outage is marked as “can’t resolve,” with the 
problem type listed as “metadata.” The outage is closed—
all the vendor correspondence having been copied and 
pasted into FootPrints, allowing reference staff, whose Ask 
a Librarian ticket was linked to the Outages ticket, to see the 
resolution. The data are preserved in the event that it can 
be used to provide examples to vendors of products in need 
of improvement. Public services staff see EAU’s updates 
in their own FootPrints workspace, which is linked to the 

Figure 1. ArticlesPlus Qualtrics Form

mailto:www.qualtrics.com?subject=
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troubleshooting workspace. By this point, public services 
have typically suggested Interlibrary Loan or other alterna-
tive routes of access to the patron. If there was a specific 
request for an update, the Ask a Librarian staff member will 
inform the patron of EAU’s findings.

Findings

During the period studied, EAU received 1,586 tickets. Of 
those, the percentage breakdown by outage type is shown in 
figure 2, with most of the outage falling into the Configura-
tion, Metadata, Holdings and OpenURL categories. Com-
pare this to the breakdown of outages determined to have 

been caused by the vendor (47 percent of total outages; see 
figure 3), where the numbers are slightly different. Here, a 
greater number of outages appear to fall into the Configura-
tion, Target Content Lacking, and Subscription categories.

The reason for this discrepancy may be that most of 
the issues that fell into the Configuration category tend to 
involve information provided to the vendor that the vendor 
subsequently misplaced—for example, IP ranges, which the 
library sends vendors when we acquire resources. When 
vendors change platform or initiate site redesigns, full IP 
ranges are not always transferred, and EAU may need to 
remind the vendors of the full range the library has pro-
vided to them. The same holds true for “Target Content 
Lacking.” If a vendor advertises that they can provide a 
given article, journal issue or e-book, and that content is 
missing, EAU populates the “Who Caused Problem” field 
with “Vendor.”

Figure 2. Total Outages June 2013–June 2014

Figure 3. Outages Attributed to Vendor June 2013–June 2014

Table 1. Problem Type, Cause, and Number of Outages

Problem Type Who Caused Problem No. of Outages

Bundled Content Link Resolver Vender 4

Metadata Vendor 2

Configuration Cataloging 1

Knowledge Base Vendor 5

Link Resolver Vendor 15

Metadata Vendor 32

User 5

Web Systems 7

Holding Cataloging 28

ER Staff 8

Knowledge Base Vendor 16

Link Resolver Vendor 2

Metadata Vendor 7

User 1

Metadata Knowledge Base Vendor 3

Link Resolver Vendor 2

Metadata Vendor 189

Upen URL Knowledge Base Vendor 5

Link Resolver Vendor 151

Metadata Vendor 9

Other Knowledge Base Vendor 1

Link Resolver Vendor 4

Metadata Vendor 2

User 2

Proxy Knowledge Base Vendor 2

Metadata Vendor 1

User 1

Web Systems 7

Subscription Subscription Agent 7

Violation/Breach User 5
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Subscription issues may also be attributed to vendors 
who failed to register the library’s active subscriptions to 
their content. When EAU provides a paper trail indicating 
that the library has paid for content, and when the resolu-
tion of the issue involves telling this to various customer help 
representatives, it is easy to attribute this problem to the 
vendor. The library had a subscription, the vendor failed to 
recognize it, but when they did, access was restored.

An analysis of outages not caused by vendor indicates 
room for improvement from our Metadata Vendor and our 
Link Resolver Vendor (see table 1), specifically for metadata 
and OpenURL outages. At the same time, we also see a need 
for our own staff to improve workflows regarding holdings 
and their maintenance to keep the catalog up to date with 
current coverage dates and access points. If our catalog is 
not up to date, the users seeking to go directly to journals 
or e-books rather than entering via the discovery service 
portal will never reach their chosen resources. EAU must 
also ensure that the e-resources we activate in the Knowl-
edge Base are activated in a timely manner, and in the right 
locations.

It is important to keep the previous contexts in mind 
when assessing outages attributed to vendors versus those 
which are not (see figure 4). Often, because of issues like 
those previously described, “not attributed to vendor” does 
not mean that there is a different known contributor to the 
problem Rather, it means that there are so many break-
downs in the system that it is difficult to ascribe responsibil-
ity to any one party. The problems elucidated by such issues 
are greater than anyone single company or institution, and 
will need to be addressed at an industry-wide level beyond 
the scope of this article.

In some instances, however, the cause of an e-resource 
outage and the expected source of its solution is much more 
concrete. Take, for example, the numbers for Gale, Pro-
Quest, and EBSCO, in figures 5, 6, and 7. Each of these 
vendors were unable to provide access to content that they 
said they would provide. This happened thirty-six times for 
Gale, twenty-one times for ProQuest, and twenty-two times 
for EBSCO.

Discussion

Metadata and holdings outages present problems greater 
and more endemic than a single paper can address. Because 
there is no established hierarchy for the maintenance of 
metadata, there is often not one place to resolve problems. 
When sources of responsibility can be identified, there are 
times when the multiple parties with a stake in the metadata 
reach an impasse regarding what metadata should be provid-
ed. For example, during one outage, it was discovered that 
the OpenURL link resolver was failing to arrive successfully 

at a given article because JSTOR had indexed it as issue 1/2 
instead of issue 1. The metadata vendor, ProQuest, indexed 
the article as appearing in issue 1. The end result was that 
the issue was not resolved, and the link continued to fail. On 
another occasion, both the metadata vendor and the content 
provider acknowledged that the metadata was “not clear at 
all,” and that because of this, they would not change their 
indexing, despite explicit examples indicating that leaving it 
as it appeared would perpetuate a lack of access to the arti-
cle in question through OpenURL linking. In such instanc-
es, while the OpenURL was failing, the failure was due to 
discrepancies in the metadata, which was apportioned into 
the metadata category. However, in the absence of a chain 
of responsibility or the authority to encourage the party (or 
parties) to change their metadata, the problem remains. It 
also remains difficult to track. This raises the question as to 
who is responsible—the vendor or the metadata provider? 
In the face of such thus far unanswered questions, the meta-
data and holdings categories (subject to a similar dearth of 
responsibility) appear much less represented in the Outages 
Caused by Vendor data. The low percentages of these prob-
lems should not be taken as indication of stellar service from 
vendors. Were there a clearer chain of responsibility, the 
numbers for metadata and holdings issues would be much 
higher, given that combined they represent roughly a third 
of the total outages received.

Bundled content also raises questions of attribution. 
Usually involving large numbers of abstracts, reviews 
or proceedings, bundling tends to be beneficial for the 
content provider. Rather than create a separate web page 
for every article in quarterly collections of hundreds of 

Figure 4. Total Vendor-Caused Outages, By Vendor
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articles, vendors can combine articles into one PDF and 
make it available as a single file. While this is convenient 
for content providers, it is inconvenient for link resolv-
ers since the metadata treats these abstracts and reviews 
as separate articles, not as parts of a larger PDF. It is as 
separate articles, with their own individual files, that the 
link resolver seeks to find them. The content provider 

does not attach the metadata of every article contained 
within the PDF to the web page hosting the PDF, result-
ing in an error message and a flawed linking system. 
Multiple vendors have indicated that they have no plans to 
separate out such bundled content into individual files on 
individual pages, and for this reason we tend to attribute 
bundled content problems to the vendor in our FootPrints 
ticketing system. The immediate reaction might be to 
suggest abandoning OpenURL linking for a more reliable 
linking solution. While OpenURL constructs a link based 
on metadata, Direct Linking relies on an identifier avail-
able in the discovery tool’s records to use as a marker to 
indicate where the link is intended to go. This identifier 
is a link to a particular full-text provider such as Gale 
or ProQuest or a Digital Object Identifier (DOI), ideally 
obtained through registration of the article with a DOI 
registration agency upon its publication. Because the onus 
is on the vendor to register the DOI, we attribute metada-
ta issues with unregistered DOIs to vendors. However, the 
index, such as Summon, that contains those markers and 
controls which of those markers to use to direct patrons to 
the desired resource is proprietary material.

Broadly speaking, as Stuart, Varnum and Ahronheim 
point out in their analysis of direct-linking versus OpenURL 
linking, “From the Library’s perspective, the trend to direct 
linking creates the risk of a vendor lock-in because the 
vendor-created direct links will not work after the library’s 
business relationship with the vendor ends.”16 More narrow-
ly, using direct-linking to circumvent the errors encountered 
in using OpenURL linking to access bundled content would 
still require a tremendous amount of maintenance. Some 
entity would need to track which vendors bundled indi-
vidual abstracts and reviews into PDFs and which separated 
them into their own files. In addition, those vendors that 
separated bundled content into several smaller combined 
files (for example, turning abstracts from a conference into 
three separate PDFs, one for each day of the conference) 
would need to be tracked. The same entity would then 
need to manage direct links to the various providers offer-
ing this content in all the numerous ways they offer it. Such 
an undertaking would be prohibitively costly even in the 
short-term, let alone in the long-term when maintenance is 
inevitably required.

Changes

As a result of this study, EAU’s personnel realized that they 
needed to make many changes to their workflows to better 
capture certain kinds of information related to electronic 
outages. A systematic review of the miscellaneous “Other” 
category of outages revealed that there were repeat outage 
types common enough within that category to warrant their 
own category. These types included the following:

Figure 5. Outages Attributed to Vendor, Gale

Figure 6. Outages Attributed to Vendor, ProQuest

Figure 7. Outages Attributed to Vendor, EBSCO
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• Concurrent User Limits: Where a resource was inac-
cessible because the maximum number of concurrent 
users had been reached

• User Error: Where the resource was thought to be 
inaccessible due to a user’s misunderstanding of link-
ing or access buttons, etc.

• Temporary Glitch: Where the resource was deter-
mined to be inaccessible at the time of reporting, but 
by the time of troubleshooting the problem had been 
resolved

Separating these issues from the “Other” category so that 
they have their own statistics will better enable EAU to track 
these problems and resolve them. For example, if concurrent 
user limits continue to rise for certain titles, selectors might 
choose to act upon this information and pay to increase the 
limit on concurrent users for affected resources. Or, if user 
errors keep arising for specific resources, EAU might inves-
tigate them and see if the vendor’s display or the catalog’s 
explanation of it could be improved to reduce the number of 
access issues. Temporary glitches, while ephemeral in nature, 
might still prompt a missive to the vendor, should they occur 
repeatedly and in such numbers as to become a concern. All 
of these issues will be reflected more reliably in future statis-
tics, since they have been drawn out into separate categories.

EAU also realized that it needed to be more proactive 
about deleting correspondence tickets. These are tickets 
generated by emails erroneously sent to the group email 
address that migrates content into Footprints. Such emails 
tend to be about outages that have been addressed, usually 
from people other than those who originally reported the 
outage, and are sent to the ticket-generating email in igno-
rance of the prepreexisting ticket. Responding through the 
existing ticket is no trouble—and EAU endeavors to do that 
to keep a record in the ticket of all correspondence related 
to the outage. However, when the team does this, members 
need to make sure that they delete the erroneously gener-
ated outage tickets. While such tickets have been removed 
from this data, EAU has determined that it needs to be more 
aware in the future of the need to address such tickets as 
soon as they appear.

Conclusion

The landscape of electronic resources is anything but easy 
to articulate, even within one’s own institution. Issues atten-
dant upon communication, technical knowledge, and orga-
nization make capturing problems with e-resources difficult. 
Even knowing how to group outages into categories that can 
then be reported may require many discussions and adjust-
ments before reaching consensus. Even then, with a reliable 
list compiled, attributing outages to the correct source of the 

problem swiftly becomes a point of contention, especially 
with vendors less than willing to work with one another on 
a given issue.

The roadblocks presented by e-resources are not easily 
surmounted. No one institution can systematically rid itself 
of the kinds of errors seen repeatedly, across platforms, 
vendors and content delivery services. However, the multi-
faceted nature of e-resources troubleshooting should not 
force libraries to accept the status quo as incontrovertible. 
Deciding where to place responsibility when it comes to 
thorny issues like metadata does not need to be a process 
that librarians as a profession avoid. With enough data 
gathered through systems like FootPrints and shared with 
both vendors and fellow institutions, libraries stand poised 
to improve the functionality of e-resources, not just for their 
own patrons, but for patrons everywhere. Improving our 
ability to describe errors, to capture examples of them and 
the attempts made to fix them, is the first part of what is sure 
to be an arduous but ultimately worthwhile process.
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Book Reviews
Elyssa M. Gould

Self-Publishing and Collection Development: Oppor-
tunities and Challenges for Libraries. Edited by Robert 
Holley. West Lafayette, IN: Purdue University Press, 2015. 
185p. $29.95 softcover (ISBN: 978-1-55753-721-8).

Self-publishing has exploded over the last ten years, 
resulting in an entirely new ecosystem of self-publishing 
platforms, marketing options, and collection development 
tools. Major companies such as Amazon provide a relatively 
easy way for individuals to format and upload writing for 
public consumption, and the public’s demand for these 
materials is increasing. This demand has created a new 
and challenging set of problems for librarians who would 
like to leverage the growth of self-publishing to improve 
library collections and services. The essays collected in 
Self-Publishing and Collection Development: Opportuni-
ties and Challenges for Libraries make a convincing case 
that academic and public libraries have significant oppor-
tunity to participate in this new publishing landscape while 
making clear that, particularly for academic libraries, the 
acceptance and active collection of self-published titles is 
still something of a work in progress.

As editor Robert Holley lays out in the introduction, 
this volume may be “the first monograph to deal with 
self-publication and its present and potential impact on 
libraries” (1). As such, the essays contained within cover a 
lot of ground, but cluster around three ways for librarians 
to interact with self-publishing: as collection development/
acquisitions specialists, as facilitators for patron publishing, 
and as publishers themselves. Chapter contributions from 
both public and academic librarians as well as vendors and 
authors provide a broad spectrum of perspectives on the 
challenges and opportunities of self-publishing.

Several chapters contain a brief history or overview of 
self-publishing, noting its recent growth and the traditional 
reluctance of librarians to collect self-published work. Mul-
tiple authors note that public libraries tend to collect more 
self-published works than academic libraries and that the 
term “vanity press” has gone out of favor. References to 
the “stigma” of self-publishing appear frequently. It is clear 
that each author is trying to provide context for his or her 
contribution, but tighter editing of these sections may have 
reduced some of the repetition, allowing more space for 
discussing the issues and experiences that were unique.

Within the cluster of essays dealing with self-publishing 
as a collection development issue, Bob Nardini of ProQuest 
Books presents a discussion of the challenge of apply-
ing traditional vendor services to independent publishers, 

highlighting the idea that many libraries may avoid col-
lecting self-published books because there is no easy way 
to discover and acquire them. He imagines a future when 
vendors are able to create library profiles and bundle self-
published titles for purchase in a way that is cost-effective 
and provides acceptable metadata for institutions. This is an 
interesting thought experiment, highlighting the fact that 
there are issues of quality control, scalability, and economy 
throughout the self-publishing and distribution process, and 
libraries are not the only institutions struggling to come 
up with workable solutions. This chapter serves as a useful 
glimpse into vendor priorities.

In contrast, the following chapter focuses on Ingram 
Content Group and reads much more like promotional 
material, including explicit directions for formatting and 
preparing material for upload to the IngramSpark self-
publishing platform. This chapter sticks out in both content 
and tone, being more of a company overview and guide to 
getting started using the company’s services than an aca-
demic exploration of self-publishing’s impact on libraries. 
A few paragraphs outlining some of Ingram’s partnerships 
with libraries eventually connect this section with the larger 
themes of the book.

Several chapters touch on the role libraries can play to 
facilitate patron self-publishing. Author Henry Bankhead 
outlines a successful partnership with e-book publisher 
Smashwords that allowed the Los Gatos Library to guide 
local authors through the publishing process and provide 
library access to their books via OverDrive. Public librar-
ies likely already have a subgroup of patrons eager to write 
a novel, local history, memoir or family biography, and 
libraries can help patrons navigate self-publishing platforms 
and highlight the work of their patrons in the library. The 
chapters detailing individual author experiences with self-
publishing reveal just how many options there are for those 
looking to self-publish and perhaps unintentionally under-
score how much opportunity there is for libraries to guide 
potential authors through the dizzying maze of platform 
selection, book design, marketing and distribution.

The book is capped by a brief, yet wide-ranging and 
thought-provoking, bibliographic essay highlighting some 
of the recent research on the self-publishing landscape 
and its impact on libraries. Chapter author Joseph D. 
Grobelny writes that libraries have lagged behind book 
publishers and the public when it comes to interest in self-
publishing but ends the volume on a positive note, writing 
that “it is worth taking the longer view that libraries will 
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most likely successfully adapt to the changed publishing  
environment” (177).

What is missing from this volume is in-depth discussion 
of academic libraries as publishers and the special consid-
erations that might apply when publishing scholarly content 
via an open access journal or institutional repository. Two 
chapters deal with self-publishing as an acquisitions issue 
in academic libraries, but there are no chapters outlining 
university library publishing programs or the academic 
library’s increasing role in the scholarly communication pro-
cess. While both Donald Beagle and Grobelny mention the 
growing prominence of institutional repositories in academic 
libraries, the focus of the book as a whole is squarely on self-
publishing through third-party vendors such as Smashwords, 
IngramSpark, and Amazon’s Kindle Direct Publishing. Sev-
eral authors rightly point out that public libraries are much 
more active in this area.

Taken in its entirety, Self-Publishing and Collection 
Development is a wide-angle view of the ways that self-pub-
lishing can impact libraries. Chapters vary from resource-
rich guides containing practical advice and descriptions of 
self-publishing experiences to more philosophical explora-
tions of the challenges of discovering and acquiring self-pub-
lished works. At times this breadth can be a bit disorienting, 
as chapters jump from collection development to program-
ming development to vendor partnerships. However, this 
eclecticism means that there is in some sense “something 
for everyone,” from librarians struggling to locate, acquire 
and properly catalog self-published materials, to those who 
are considering self-publishing their own writing.—Rebecca 
Brody (rbrody@westfield.ma.edu), Westfield State Univer-
sity, Westfield, Massachusetts

FRBR, Before and After: A Look at Our Bibliographic 
Models. By Karen Coyle. Chicago: ALA Editions, 2016. 179 
p. $50.00 softcover (ISBN: 978-0-8389-1345-1). Editor’s 
Note: as of January 2016, the full contents of the book are 
available for Open Access with a CC-BY license. See Coyle’s 
website (kcoyle.net) for details.

While many in the metadata creation community are 
familiar with the Group 1–3 entities described in the Func-
tional Requirements for Bibliographic Records (FRBR), the 
historical context for FRBR as a bibliographic model is less 
familiar.1 In 1990, the International Federation of Library 
Associations (IFLA) sponsored the Stockholm Seminar 
on Cataloguing. One of the outcomes of this Seminar was 
the creation of the FRBR Study Group whose purpose 
was to identify a minimum set of data elements necessary 
to satisfy the needs of users. Using this element set in the 
creation of records would both further facilitate the sharing 
of bibliographic records and reduce the cost of cataloging 
for participating institutions. The FRBR Study Group’s final 
report has far reaching influence, including serving as the 

conceptual model upon which RDA: Resource Description 
and Access—the successor to the Anglo-American Catalog-
ing Rules as the content standard used by many libraries 
across the world.2

In FRBR, Before and After, Karen Coyle puts FRBR 
into context, both historically and with regard to earlier bib-
liographic models. But Coyle’s book is not merely an analysis 
of FRBR and whether the FRBR Study Group built a model 
that successfully meets the objectives set forth by IFLA. 
Coyle also asserts that bibliographic models inform, and are 
informed by, the technology being used most prevalently at 
the time of the model’s creation. In the introduction Coyle 
lays out her argument, writing, “This book looks at the 
ways that we define the things in the bibliographic world, 
and in particular how our bibliographic models reflect our 
technology and the assumed goal of libraries” (xv). Coyle’s 
book succeeds as an analysis of the relationship between 
bibliographic models and technology and as an analysis of 
the effectiveness of FRBR as a bibliographic model.

In part one, “Work, Model, and Technology,” Coyle lays 
the foundation upon which her claims regarding FRBR as 
a bibliographic model are built. She begins by introducing 
readers to the concept of work; drawing from the fields of 
philosophy, semiotics, and information science and even 
advancing her own theory on the topic. Coyle moves on 
to discuss modeling, including both a general discussion 
on data modeling and a more specific conversation about 
library data modeling. Finally, Coyle addresses advances 
in library technology from printed library catalog cards 
through the rise of the Semantic Web.

In part two, “FRBR and other solutions,” Coyle builds 
upon the groundwork laid in the first three chapters as she 
addresses FRBR as a bibliographic model. She begins by 
recounting the history that led to the development of the 
FRBR Study Group and their report. Coyle follows that up 
with a detailed explanation of the entity-relationship model, 
which is the model used in the development of FRBR. She 
then offers a brief explanation of what is being modeled in 
FRBR. In Chapter 8, Coyle uses the objectives that guided 
the work of the FRBR Study Group as a measure of the 
effectiveness of the bibliographic model they created. She 
then addresses a few of the fundamental problems she has 
identified with FRBR, including the concepts of inheritance 
and disjoint. Coyle concludes the book by discussing the 
future of bibliographic description and the application of the 
FRBR model in the Semantic Web environment.

In chapter 3 of FRBR, Before and After Coyle address-
es the parallel development of cataloging standards and 
library technology standards, writing “there is no interaction 
between technology standards development and cataloging 
standards” (44). Prospective readers might imagine that 
Coyle’s book could serve as a bridge upon which catalog-
ers and library technologists could stand while building 
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standards in closer alignment. However, synthesizing Coyle’s 
deep and thoughtful analyses on the topic of bibliographic 
and data models may be a challenge for those without a 
background in data modeling. While Coyle addresses both 
the historical context of FRBR and the model’s component 
parts, FRBR, Before and After should not be mistaken for 
a primer on the bibliographic model. Those looking for a 
basic introduction to FRBR will find Coyle’s discussion of 
the both the bibliographic model and the data model upon 
which it is based too esoteric as to be instructive.

While the focus of Coyle’s book is the development of 
FRBR, Coyle also attempts to contextualize bibliographic 
models and the technology that influence their development 
more generally. Each topic on its own is a significant under-
taking, worthy of its own tome. Putting them together in a 
single book, especially one of moderate length, means that 
certain topics may be underdeveloped while other topics 
are repeated in multiple places. Coyle focuses most of part 
1 on the general analysis of bibliographic models and data 
models, while part 2 focuses almost exclusively on FRBR. 
The reader may feel disjointedness between the two parts 
and wish that Coyle had focused exclusively on one topic or 
the other—especially when bits of information from part 1 
are repeated in part 2.

Coyle shines brightest when she writes about library 
users. Throughout FRBR, Before and After Coyle returns 
her readers back to what should be the fundamental ques-
tion of both cataloging standards and library technology 
standards: Where is the user in all of this? Coyle’s most 
scathing critique of the work of the FRBR Study Group is 
the absence of users in both the development of the biblio-
graphic model and in the final report that documents it. In 
chapter 8, Coyle writes, “For a study that was purported to 
be user-centric, the user’s absence is notable” and goes on 
to state that “the FRBR Final report reads as a study by 
catalogers for catalogers” (106). Throughout the book, Coyle 

continually challenges readers to consider whether “find, 
identify, select, obtain” are the tasks that users most want 
to do when interacting with library technology. And, if not, 
what might the preferred tasks be.

In the afterword, Coyle writes “It is taken for granted by 
many that future library systems will carry data organized 
around the FRBR groups of entities. I hope that the analysis 
that I have provided here encourages critical thinking about 
some of our assumptions” (159). As an analysis of past and 
current developments in bibliographic modeling, FRBR, 
Before and After can be seen as an important contribution 
to the conversation about the development of bibliographic 
models and data models. If the reader applies to Coyle’s text 
the same test that Coyle applies to FRBR—does this book 
meet its objectives?—the answer is a resounding yes. Coyle 
makes a cogent argument about the relationship between 
bibliographic models and the technology that both informs 
them and is informed by them.—Erin Leach (eleach@uga 
.edu), University of Georgia, Athens, Georgia
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