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Semi-automated subject indexing methods use attributes from metadata descriptions as training 
data. A survey to shape inclusion of metadata attributes that align a machine learning model within a 
contextual linguistic domain generated the initial genre targets for experimentation. The second part 
of this study then tested the genre attributes from the survey. These bifurcations (or branching points) 
served as the basis for machine learning model development and evaluation. The machine learning 
models in semi-automated indexing systems are the drivers of the automated subject outputs. The 
initial results of this multipart experiment indicate that measures of the mean precision and recall 
(the F1 metric) improved for several—but not all—types of genres that were of interest to knowledge 
workers.

K nowledge workers face an ever-increasing expansion of the knowledge universe. Therefore, 
skilled professionals require increased support to extend their specialized expertise, and semi-

automated tools based upon machine learning may help support their subject-description tasks. 
Semi-automated subject indexing offers opportunities to reference and extend professional cataloger 
skills—in contrast to completely automated support—as complete automation has eroded some 
professionals’ skills.1 Golub reported several studies that indicated improved outcomes in accuracy 
when automated techniques were used for subject indexing in scientific fields.2 In the same article, 
however, Golub remarked in reference to fully automated subject indexing approaches that “algorithms 
are really not able to entirely replace the intellectual work of subject indexing professionals.”3 It is 
also apparent that studying the way subject indexing professionals would utilize automated services 
in practice needs sustained scholarly inquiry to parallel technical advances.4 Scholarship centered 
on knowledge worker preference with respect to automated machine learning support and artificial 
intelligence (AI) has found that “AI in knowledge work needs to focus not on full automation but rather 
on collaborative approaches where humans and AI work closely together,” and that “boundaries, factors 
and circumstances of such collaboration should be studied empirically.”5

The empirical project herein utilizes Annif machine learning software as an example case for 
professionals to consider features of machine learning models. The Annif automated subject indexing 
approach requires loading a linked data subject vocabulary first, and then processing training data for 
that vocabulary. System designers may select one or several (e.g., ensemble) algorithms for the model. 
The Annif system then generates subject suggestions in the targeted linked data vocabulary. Previous 
work explored methods for semi-automated subject suggestions using Annif, introducing data flows and 
likely feedback mechanisms to develop semi-automated support.6 Prior work on Annif development 
for use within linked data editors concluded that “If automation is to be useful for the communities it 
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seeks to support, it must be ushered in with profound appreciation for, and in collaboration with, the 
professionals the automation would support.”7 

Compiling user feedback on semi-automated support as a departure point shifts from generalized 
subject support into domain-specific areas. The reference herein to domain is to that of a linguistic 
domain (e.g., semantics and syntax of a metadata description), not a domain of study (e.g., engineering, 
or medical fields). Blair reviewed seminal work pertaining to information retrieval and the philosophy 
of language; particularly the philosophers of language that argued for contextual uses of language qua 
meaning.8 Blair goes on to extend this into document descriptions: “If the contexts of activities and 
practices are important for understanding language, it stands to reason that activities and practices 
are important for understanding document descriptions, too.”9 Hence, the metadata description as 
linguistic domain and object of analysis.

This work continued a sustained inquiry into the Annif software tool for semi-automated subject-
indexing support.10 Linked data editors can integrate Annif by way of common web development 
patterns. This approach represents advances over what was possible in automating subject indexing 
previously—prior work underscored how challenging the Library of Congress Subject Headings 
(LCSH) vocabulary was and indicated that it was too complex to enable automated services useful to 
libraries.11 Indeed, due to certain systematic idiosyncrasies in LCSH, prior research found that, “the 
automatic analysis on syntactic structures in LCSH failed to uncover the precise semantics intended 
in subject headings in all cases because of their innate inconsistency. Introducing predictable syntaxes 
into LCSH and using them consistently will greatly assist in mining correct semantics of subject 
headings, predictable in that intended semantics can be retrievable based on the syntax.”12 More recent 
scholarship underscores the importance of formalizing subject languages for linked data applications, 
e.g., the semantic web: “The LCSH construction mechanism manages semantics very thinly in terms of 
its formalistic representations, while using natural language extensively for enhancing its flexibility and 
expressiveness; however, this expressiveness cannot be transferred to the semantic web.”13

The atomic parts of subject languages are an exemplar of the attributes found in metadata descriptions. 
The database literature defines attributes as, “some property of interest that further describes an 
entity.”14 The Intellectual Foundation of Information Organization includes a chapter on bibliographic 
languages, and within the scope of this chapter posits the following exemplars of attributes: “author, 
title, edition, and subject.”15 The properties of metadata descriptions are the general attributes that 
comprise bibliographic descriptions. The mathematician Vladimir Arnold, whose work was applied 
to areas of non-linear systems, wrote that bifurcation is a “branching process” that “is widely used to 
describe any situation in which the qualitative, topological picture of the object we are studying alters 
with a change of the parameters on which the object depends.”16 To borrow from Arnold, the uses of 
metadata attributes here represent the parameters which, it is theorized, are influential in the way 
subject terminology is assigned. If the training data branch according to attributes in the metadata 
description, the results are a new set of training data, with qualitatively different parameters than 
non-bifurcated or general sets of training data. The two overarching research question addressed in 
this study are: (1) how can knowledge workers be involved in curating and selecting the data used as 
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the input in machine learning and (2) does knowledge worker collaboration in machine learning model 
development lead to acceptance and use of machine learning tools by knowledge workers? A survey 
developed for this research inquired about the types of ongoing feedback in which professionals may be 
interested in participating to shape future semi-automated service development.

The background section details the linguistic domain areas of language and genre, which provides 
useful context for the methods and results sections that follow. The paper concludes with a discussion 
of the key survey findings and a comparative analysis of pilot Annif services developed with the input 
from the survey. The pilot Annif services include general Annif machine learning models contrasted 
with models that are branched according to genre preferences found in the survey. The discussion will 
delineate subject retrieval metrics for specialized Annif genre services contrasted to non-bifurcated (or 
general) Annif services. Results showed that several genres of interest were improved by utilizing genre 
focused training data.

Background

With respect to language branching in the Annif set of services, there are ample approaches to the 
treatment of language in subject indexing in the information science literature. The “Multilingual 
Access to Subject” or MACS project contains human-derived mapping of vocabularies.17 In the MACS 
project, library professionals were engaged in mapping among different subject heading languages to 
allow searchers to use their preferred languages to search. The strategy employed in this linking was 
human-derived mappings among German, French, and English subject vocabularies.18 This approach 
contrasts with “direct bilingual or multilingual subject cataloging policies and practices.”19 Another 
example of support for languages is the Bibliotheca Alexandrina’s Subject Authority File and Linked 
Subject Data where users who search Arabic titles can search in non-Romanized Arabic scripts.20

In the context of the Annif machine learning software, support for languages has evolved over time. 
Previous versions of the Annif software referenced a language code in the source vocabulary. However, 
since the release of the 0.59 version, the software no longer requires a specific language in the source 
vocabulary; in effect, the Annif system is now multilingual.21 An out-of-distribution problem is the 
result of training data that are unlike the data used to make a prediction in the real-word situation.22 
Attending to the linguistic attributes of metadata descriptions, including genre/form type, may help 
to ensure that the attributes in a metadata description improve the precision and recall of a subject 
indexing term and ultimately prevents out-of-distribution errors. 

The development of genre specific Annif services trained only on subjects from a targeted genre was 
tested in this paper. These genre-specific targets may provide more accurate subject indexing terms. To 
develop such a service the training data included only subjects assigned in a metadata description that 
was from a targeted genre domain. A previous conference paper detailed the challenge of re-using the 
genre/form assignments.23 In particular, the work by Lee and Zhang reported “the cataloging encoding 
authorities have preferred ‘form’ to ‘genre,’ but failed to provide a rigorous and useful definition for 
either or a clear and consistent distinction between the two.”24 The authors noted further in their study 
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that genre (terms) “are forms of social action.”25 Hider, White, and Barlow explored uses of genre in 
domains outside of libraries and made a systematic study of mapping genre terms from other domains 
(such as the International Movie Database, Wikipedia, and others) to the Library of Congress Genre 
Form Terms (LCGFT).26 The Library of Congress notes that LCGFT is a distinct vocabulary and that, 

Genres and forms may be broadly defined as categories of resources that share known 
conventions. More specifically, genre/form terms may describe the purpose, structure, content, 
and/or themes of resources. Genre/form terms describing content and themes most frequently 
refer to creative works and denote common rhetorical devices that usually combine elements such 
as plot and setting, character types, etc. Such terms may be closely related to the subjects of the 
creative works but are distinct from them.27

The findings from Hider, White, and Barlow showed that “some vocabularies of film genre are 
considerably closer to that of the LCGFT than are others, but that overall alignment between film 
vocabularies is hard to predict and dependent on a number of interrelated variables.”28 The authors 
noted that differing perspectives of genre are an important consideration when mapping among varied 
vocabularies. 

More recently, scholarship on establishing a framework for formats has been successful in providing a 
structure to understand and address elements of format that have become entwined with genre types.29 
Specifically, a binary was introduced among the conceptualization of containers to genres; examples 
of a container were asserted to be books and journals, whereas exemplars of genre included articles, 
chapters, and editorials.30 The conceptualization of genres and container types as abstractions bears a 
striking resemblance to the manner in which the concept of works in library and information science 
are frequently referenced: “genres are abstractions,” and “they should be understood as mental models 
that people develop and deploy when trying to achieve certain types of genre actions,” and, “container 
types are also abstractions and an individual publication is an instantiation of a container type.”31 This 
abstraction for genres and containers is a valuable frame which this present research will turn to again 
in the discussion of key findings.

It is important to underscore, however, that in the case of both the MACS project on languages and 
the LCGFT mapping study of genres, human intermediaries were involved in curating these mappings. 
Mappings among disparate vocabularies are a foundation of metadata interoperability.32 Professionals 
with subject expertise can improve the labeling of small amounts of data to improve certain types of 
machine learning projects when large sets of data are not available.33 A key consideration in this study 
is in understanding professionals’ preferred vocabularies, genres, and languages to include in semi-
automated subject indexing. 

Methods

An internet-based survey targeted catalogers from linked data domains. The Annif machine learning 
software uses linked data vocabularies for base vocabularies and training data. Because the target 
vocabularies are in linked data, participants from the linked data domains were sought for the study. 
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A questionnaire gathered cataloger perceptions and beliefs for targets of machine learning that could 
support semi-automated indexing.34 The LD4 Community was a source of survey advertisement and 
outreach. This served the interest of the research in the sense that the outputs that Annif generate are 
from linked data vocabularies. According to the LD4 Community Charter, “LD4 is a community that 
works together to advance library and archival practices. We focus on linking and using data on the 
Web to advance the mission, goals and objectives of libraries and archives.”35 Additional promotion of 
the survey was made on the metadata librarians’ listserv and through the professional social networking 
site LinkedIn.36

With this purposeful sampling method, there was not an attempt to obtain generalizable findings. 
Rather, the survey is meant to inform development of machine learning services. As the survey sought 
to understand preferences of semi-automated indexing system features, no attempt to discern or 
otherwise gather the demographic information of participants was undertaken.

The survey was available throughout October 2022 and nearly seventy individuals participated. 
Respondents had the option to skip questions of the questionnaire. Survey questions were informed by 
the broad research concerns: what are the types of cataloging that could make use of semi-automated 
technology for subject assignment, how the users of such a system might expect it to behave, and how 
those users believe they should be consulted in the development of semi-automated support. In asking 
about the controlled vocabularies, the world languages, and the variety of possible genres that semi-
automated subject indexing may support, the survey questions are directly addressing the perceptions 
and beliefs of catalogers working in linked data description.

The author did not obtain institutional review board (IRB) approval for the study. The IRB office has 
classed this type of research within the University of Pennsylvania Libraries as quality improvement 
when no demographic data are collected about human participants. More specifically, when no 
information on the participants themselves are collected, the IRB office at University of Pennsylvania 
would consider this to qualify as non-human subject research. The overall focus of the study is 
evaluation of the subject indexing machine learning system results and not evaluation of catalogers 
working in linked data. Where survey results from catalogers are reported, these are analyzed in the 
aggregate.

Results

The perceived usefulness of a semi-automated subject suggestion tool was the first topic of the survey. 
Table 1 delineates responses to the statement, “Semi-automated support may be useful in my work if I 
can shape the service through feedback.” 

With respect to the question about vocabulary targets for semi-automated support, there was a large 
percentage for LCSH and some interest as well in Faceted Application of Subject Terminology (FAST) 
and Medical Subject Headings (MeSH), although to a lesser extent. 
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Responses in the “Other” category included mentions of the following vocabularies: Homosaurus;37 
Getty Art & Architecture Thesaurus;38 Conspectus; Répertoire de vedettes-matière de l’Université Laval 
(RVM);39 The Virtual International Authority File (VIAF);40 Library of Congress Demographic Group 
Terms;41 Library of Congress Medium of Performance Thesaurus;42 Gender, Sex, and Sexual Orientation 
(GSSO) ontology;43 Rare Books and Manuscripts Section (RBMS) Controlled Vocabularies;44 Library 
of Congress Children and Young Adults Cataloging;45 Canadian name authority & subject headings;46 
National Library of Israel;47 Thesaurus for Graphic Materials,48 and Geonames.49

The survey included a prompt for the targeted language desired to support subject suggestions. Table 3 
shows the top twenty responses for languages support.

Nearly 30 percent of the responses in the language category included “Other” languages with 
suggestions for the following: Spanish; Yiddish; Ukrainian; Belarusian; Serbian; Croatian; any of the 
Slavic and East European Languages, and Modern Turkish. Table 4 delineates the responses to which 
genre areas would be most useful for semi-automated subject support.

A total of 17 percent of the responses to the genre form question selected the “Other” category for 
genre form and reported the following areas as potential targets: catalogs at exhibitions; belle lettres; 
censuses; local history; electronic books; graphic materials (posters, postcards, photographs, etc.), and 
religion. The survey provided an option for genre as a combination of those terms found in FAST and 
LCGFT (e.g., Biography in FAST, Biographies—LCGFT). Table 5 shows the responses to the question, 
“If Annif could provide results based upon a selected country of origin for a publication, please register 
which countries you would like to be able to select as a focus of semi-automated suggestions.”

Table 1. Responses to the statement: Semi-automated support may be useful in my work if I can shape the service 
through feedback.

Choice Count Percent of Data Confidence Interval (Percent of Data)
Strongly agree 33 48.5 37.1 to 60.2

Somewhat agree 25 36.8 26.3 to 48.6

Neither agree nor disagree 5 7.4 3.2 to 16.1

Somewhat disagree 3 4.4 1.5 to 12.2

Strongly disagree 2 2.9 0.8 to 10.1

Table 2. Responses for the question: Which vocabularies would be most amenable to semi-automated suggestions 
for incorporation in your work?

Choice Checked Percent Confidence Interval Checked Count Sample Size
LCSH 82.0 70.5 to 89.6 50 61

FAST 52.5 40.2 to 64.5 32 61

Other 34.4 23.7 to 47.0 21 61

MeSH 21.3 12.9 to 33.1 13 61
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The survey also asked whether the respondent would recommend the Annif service to a friend or 
colleague, as word of mouth recommendations may be representative of trust.50 Table 6 contains the 
responses.

The survey asked catalogers whether semi-automated support might be useful in their work if they can 
modify the service through feedback. Not all of those who took the survey responded to this question 
about ongoing feedback. Table 7 delineates the types of continued feedback that catalogers would be 
interested in participating.

Discussion

This discussion section comprises three parts. First, the limitations of the study are discussed so that 
survey analysis can be contextualized with an understanding of those limits. A survey analysis follows, 
with an analysis and interpretation of the survey results. Following the survey analysis, the discussion 
then transitions into an empirical test of how machine learning models trained on genre data contrasts 

Table 3. Top 20 responses: If you could select a targeted language support for semi-automated subject suggestions, 
select those languages that would be most useful to your work.

Choice
Checked 
Percent Confidence Interval

Checked 
Count

Sample 
Size

English 76.5 63.2 to 86.0 39 51

French 35.3 23.6 to 49.0 18 51

German 31.4 20.3 to 45.0 16 51

Other 29.4 18.7 to 43.0 15 51

Russian 19.6 11.0 to 32.5 10 51

Hebrew 17.6 9.6 to 30.3 9 51

Italian 15.7 8.2 to 28.0 8 51

Korean 15.7 8.2 to 28.0 8 51

Chinese 13.7 6.8 to 25.7 7 51

Arabic 11.8 5.5 to 23.4 6 51

Japanese 11.8 5.5 to 23.4 6 51

Portuguese 9.8 4.3 to 21.0 5 51

Czech 7.8 3.1 to 18.5 4 51

Greek, Modern (1453- ) 7.8 3.1 to 18.5 4 51

Hungarian 7.8 3.1 to 18.5 4 51

Polish 7.8 3.1 to 18.5 4 51

Bosnian 5.9 2.0 to 15.9 3 51

Bulgarian 5.9 2.0 to 15.9 3 51

Dutch 5.9 2.0 to 15.9 3 51

Romanian 5.9 2.0 to 15.9 3 51
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with the machine learning models that do not branch based on genre specific attributes. The empirical 
evaluation in the third part of this discussion reports a comparison of precision and recall metrics for 
tests of bifurcated and non-bifurcated machine learning approaches.

A limitation for generalization of survey results include the use of a purposeful sampling method which 
sought to target catalogers working with linked data and is not representative of all professionals who 

Table 4. Genre form responses.

Choice
Checked 
Percent

Confidence 
Interval

Checked 
Count Sample Size

History 63.8 49.5 to 76.0 30 47

Biography 44.7 31.4 to 58.8 21 47

Fiction 40.4 27.6 to 54.7 19 47

Handbooks, manuals, etc. 34.0 22.2 to 48.3 16 47

Biographies 31.9 20.4 to 46.2 15 47

Academic theses 31.9 20.4 to 46.2 15 47

Criticism, interpretation, etc. 29.8 18.7 to 44.0 14 47

Poetry 29.8 18.7 to 44.0 14 47

Pictorial works 29.8 18.7 to 44.0 14 47

Periodicals 27.7 16.9 to 41.8 13 47

Conference papers and proceedings 27.7 16.9 to 41.8 13 47

Sound recordings 27.7 16.9 to 41.8 13 47

Scores 27.7 16.9 to 41.8 13 47

Congresses 25.5 15.3 to 39.5 12 47

Bibliographies 23.4 13.6 to 37.2 11 47

Catalogs 23.4 13.6 to 37.2 11 47

Dictionaries 23.4 13.6 to 37.2 11 47

Video recordings 23.4 13.6 to 37.2 11 47

Electronic journals 21.3 12.0 to 34.9 10 47

Early works to 1800 19.1 10.4 to 32.5 9 47

Maps 19.1 10.4 to 32.5 9 47

Drama 19.1 10.4 to 32.5 9 47

Bibliography 17.0 8.9 to 30.1 8 47

Other 17.0 8.9 to 30.1 8 47

Exhibitions 12.8 6.0 to 25.2 6 47

Internet videos 12.8 6.0 to 25.2 6 47

Statistics 10.6 4.6 to 22.6 5 47

Sources 8.5 3.4 to 19.9 4 47

Early works 8.5 3.4 to 19.9 4 47

Private bills 2.1 0.4 to 11.1 1 47
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do knowledge work in libraries. Nonetheless, purposeful sampling methods address the aims of the 
study, which are to understand the broad question of professionals involved in curating and selecting 
the data used as input into machine learning and its perceived usefulness. Outside of generalization 
limitations, a more specific limitation is that soliciting survey data from the Internet is a trade off 
between reaching more people, and obtaining deep qualitative interview data from an in-person 
interview that offers a chance for follow up and capture of body language and sentiment. Future 
systems that are built could be tested on small sets of users in an in-person study to supplement the 
survey data from this study.

Table 5. Top 20 results on country of publication.

Choice
Checked 
Percent

Confidence 
Interval

Checked 
Count

Sample 
Size

United States of America 73.7 58.0 to 85.0 28 38

United Kingdom of Great Britain and Northern Ireland 28.9 17.0 to 44.8 11 38

France 23.7 13.0 to 39.2 9 38

Germany 23.7 13.0 to 39.2 9 38

Spain 23.7 13.0 to 39.2 9 38

Canada 18.4 9.2 to 33.4 7 38

Mexico 18.4 9.2 to 33.4 7 38

Israel 15.8 7.4 to 30.4 6 38

Russian Federation 15.8 7.4 to 30.4 6 38

Brazil 13.2 5.8 to 27.3 5 38

Colombia 13.2 5.8 to 27.3 5 38

Ecuador 13.2 5.8 to 27.3 5 38

Peru 13.2 5.8 to 27.3 5 38

Ukraine 13.2 5.8 to 27.3 5 38

China 10.5 4.2 to 24.1 4 38

Cuba 10.5 4.2 to 24.1 4 38

Czech Republic 10.5 4.2 to 24.1 4 38

Italy 10.5 4.2 to 24.1 4 38

Romania 10.5 4.2 to 24.1 4 38

Serbia 10.5 4.2 to 24.1 4 38

Table 6. Recommend Annif to a friend or a colleague?

Choice Count Percent of Data Confidence Interval (Percent of Data)
Yes 7 17.1 8.5 to 31.3

No 7 17.1 8.5 to 31.3

Maybe 27 65.9 50.5 to 78.4
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The responses to the research question on the usefulness of semi-automated support if shaped through 
feedback, shown in table 1, indicated that 48.5 percent of those who responded to this question strongly 
agree, 38.6 percent somewhat agree, 7.4 percent neither agree nor disagree, and 4.4 percent somewhat 
disagree, and 2.9 percent strongly disagree. With respect to modifying data inputs for machine learning 
service with the notions of ongoing feedback, table 7 shows that nearly 60 percent of the respondents 
favored providing ongoing feedback through virtual workshops or discussions. Perhaps not very 
surprisingly, those who wanted to provide feedback in virtual workshops or online discussions appeared 
to be those in groups that may find Annif service useful if they are able to modify it. It is unclear why a 
large majority of those uninterested in providing additional feedback (beyond this survey) were from 
the group of respondents who registered initial “strong agreement” to the question of the usefulness 
of modifying a service through feedback (survey question 1). One possibility may be attributable to the 
generalized nature of the request, e.g., “when the language is too vague or generic, it gives respondents 
little to no information on what they would expect and hence lower their willingness.”51 Another 
possible explanation for this incongruity in the data may be a result of survey fatigue, where attention to 

Table 7. Feedback preferences.

Choice
Checked 
Percent

Confidence 
Interval

Checked 
Count

Sample 
Size

Virtual workshop and discussion 59.0 43.4 to 72.9 23 39

Not interested 38.5 24.9 to 54.1 15 39

In-person focus group feedback 7.7 2.7 to 20.3 3 39

Other 2.6 0.5 to 13.2 1 39

In-person workshop and discussion 0.0 0.0 to 9.0 0 39

Figure 1. Comparison of responses of those with neutral or positive expectations that Annif would be helpful in their 
work if modified through ongoing feedback contrasted with the types of ongoing feedback.
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the questions diminishes over the course of a survey.52 The analysis of the respondent groups is shown 
in figure 1. 

Concerns remain for large-scale automation of subject indexing. A report on using automated 
methods in software engineering found serious issues with machine learning models that may 
perpetuate existing biases in training data.53 Approaches to highlight bias must include sufficient 
understanding of the datasets used in the training and the outputs of the trained model. Further, there 
are ample examples of ethical principles to address in AI guidelines.54 Recently, the US Department of 
Commerce National Institute of Standards and Technology (NIST) released its “Artificial Intelligence 
Risk Management Framework,”55 which is described as a “guidance document for voluntary use by 
organizations designing, developing, deploying or using AI systems to help manage the many risks of AI 
technologies.”56 The release of a framework from a national standards body suggests both the promise 
and the significant risks of implementing AI technologies.

The responses to the more specific research questions in the survey about the types of data input into 
machine learning showed a wide range of catalogers’ preferences in vocabulary, language, and genre. 
Beyond the survey prompt of LCSH, FAST, and MeSH, the “Other” category, which was a free text 
field, allowed survey respondents to input their suggestions. As table 2 shows, the results included 
34.4 percent additional vocabularies, or higher than the MeSH, which 21.3 percent of the sixty-one 
survey responses in this area selected. LCSH was the top vocabulary that 82 percent of the respondents 
selected, followed by FAST as the second most popular that 52.5 percent of the respondents chose. 

There was a variety of possibilities for languages–the top languages reported included English, French, 
and German. A drawback of the survey is that the responses represent only those who were able to 
access the survey in English. As with the previous question on vocabulary targets, 29.4 percent—or 
fifteen of the fifty-one responses—checked the “Other” category for language. History (63.8 percent), 
Biography (44.7 percent), and Fiction (40.4 percent) were the top responses within the genre form 
inquiry. 

With respect to service set development for semi-automation, it appears LCSH and FAST would be 
the most popular areas used and that there may be many users of an Annif service within the English, 
French, and German languages. The LCGFT implementation in Annif could also progress with a similar 
strategy for languages, as it may be employed if there are ample training data of sufficient quality. 

In the context of genre type preferences that were reported in the survey, a subsequent test of the 
viability of branching along these lines was undertaken. The evaluation is both computational, in 
measures of retrieval metrics, as well as comparative. The comparative tasks are to evaluate the 
performance of Annif models which are trained only on genre data to general Annif projects which use 
no branching of training data for genre. The survey results for genre are used as model bifurcations in 
the subsection which follows.



LIBRARY RESOURCES & TECHNICAL SERVICES JULY 2024

Bifurcation of Semi-Automated Subject Indexing Services 12
Jim Hahn

Survey Results as Pilot Bifurcations in Annif Services 

The perspective of this paper is that bifurcating machine learning services may result in better precision 
and recall for subject assignment. Genre results from the survey were used to inform bifurcating 
machine learning models in Annif. These pilot tests seek to address the questions: how do bifurcated 
machine learning models perform as compared to general models with no bifurcation of genre—and 
does the algorithm used have any influence on the scoring outcome? Figure 2 shows a comparison 
of the F1 scores among general and bifurcated Annif services. The F1 score is an evaluation metric in 
machine learning projects—it is a measure that combines recall and precision metrics, more formally it 
is referred to as the harmonic mean of precision and recall.57 To reproduce the Annif evaluations please 
consult the Zenodo open repository.58

The analysis compared two non-bifurcated Annif services for ten Annif bifurcations using test sets for 
the genres. The algorithms used in testing included the tf-idf (term frequency and inverse document 
frequency, an algorithm that makes a prediction over the importance of a term by its presence in an 

Figure 2. Comparison of Annif Algorithms applied to a General (Non-bifurcated) Corpus and a Bifurcated Genre 
Corpus–using LCSH Linked Data Vocabulary as the base vocabulary.
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index of the document terms)59 and the Parabel algorithm.60 The Scikit-Learn python method for 
splitting training and testing data held back a randomized 20 percent of the data for use in testing.61 

Shown in figure 2 are the results of F1 scores; genre Annif services improved for seven of the ten 
services. Genres with improved scores over general subject indexing included Fiction, Handbooks, 
Manuals, etc., Criticism, interpretation, Poetry, Pictorial works, Periodicals, and Conference 
proceedings. When a linked data editor has context information about the genre form in certain cases 
the genre specific Annif service is more accurate than general models that do not address genre/form. 

What do the genre forms with higher scores have in common—is there a common trait among those 
models with the highest genre scores? A linguistic framing is a useful formalism, because retrieval “of 
documents or textual material—is fundamentally a linguistic process.”62 The linguistic structure of 
LCSH include the syntax and semantics—leaving aside for the moment the important, though out of 
scope (for this paper), content of the LCSH labels.63 The linguistic analysis undertaken by Svenonius 
analyzed the category semantics shown in table 9.

Svenonius reported the three most common syntactic constructions in LCSH contain form 
qualification.64 For those genres in figure 2 that have higher scoring in the genre only models as 
compared to general, non-bifurcated models, it seems that machine learning model construction can 
build an association among the qualifiers for form or document types (delineated as term class 3 in 
table 9). 

Conclusion

This paper reported survey results of knowledge workers’ preferences for machine learning-based 
support, and the findings showed their desire for continued consultation and feedback through virtual 
meetings and workshops. The paper also investigated both acceptance and use of machine learning 
tools. Emerging results indicated that such services would be useful if catalogers were able to shape the 
service; nearly half of those responding to this question strongly agreed to this proposition.

Future virtual workshops—the preferred method to gather continued input—will provide an 
opportunity to inform data inputs and further uses of machine learning models used in semi-automated 

Table 9. LCSH Category Semantics: five major classes of terms.

Term Class Purpose
Main or focal headings Functioning as lead terms in subject headings, these terms are used to denote the essential 

aboutness of documents being described.

Topical subheadings The purpose of these terms is to qualify main headings and subheadings. 

Form or document types Used for the purpose of qualification. 

Chronological periods Used for qualification. 

Geographical areas Used for qualification.

Source: Elaine Svenonius, “LCSH: Semantics, Syntax and Specificity,” Cataloging & Classification Quarterly 29, no. 1–2 
(2000): 17–30, https://doi.org/10.1300/J104v29n01_02.

https://doi.org/10.1300/J104v29n01_02
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subject indexing. Future research will report how machine learning models evolve and will analyze 
the effects of the machine learning model changes in an Annif system. Follow up studies will report on 
community-supported machine learning models in further detail.

Bifurcation approaches were informed by the survey of knowledge worker preferences for vocabulary, 
language, and genre. Tests of these bifurcations improved retrieval metrics of automated subject 
indexing for several, but not all genres. By testing the hypothesis that training on bifurcated sets of 
genre data as compared to general (non-bifurcated) machine learning services, this research provides 
empirical and reproducible evidence for the advantages gained by bifurcation paths with respect to 
genre. Future research will test additional language-based bifurcations for semi-automated subject 
indexing.

Longer-term sustained inquiry into the problem of semi-automated subject indexing may include 
considerations for the way metadata descriptions depend upon conceptualizations of genre with respect 
to social and historical context. Catalogers in the late twentieth century may have thought about genre 
in different ways from the way catalogers describe genres in the twenty-first. Social rules governing 
metadata descriptions are important to understanding the context of description.66 Levinson asserted 
that “musical composition could not fail to be seen as a historically rooted activity whose products must 
be understood with reference to their points of origin.”66 Can this perspective on musical composition 
be applied to considerations of genres used in bibliographic description? In Work & Object, Peter 
Lamarque stated that works “are cultural artefacts among whose essential properties are intentional or 
relational properties (i.e. that what they are as works is partially dependent on how they are taken to be 
by qualified observers).”67 These intellectual foundations may inform a perspective wherein the creation 
of genre may be viewed as a social activity within a contextual cultural moment. The implications for 
semi-automated indexing are that as much as new technologies advance, they too must reference and 
adhere to the social context (and social rules) which technology seeks to support. In another sense—new 
indexing techniques must acknowledge our old indexing cultures, while simultaneously co-creating new 
cultures of description that may be an ever more collaborative endeavor of knowledge machines and 
knowledge professionals.
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Appendix: Survey Questions

1. Semi-automated support may be useful in my professional tasks if I am able to shape the service 
through ongoing feedback.
 ◦ Strongly agree
 ◦ Somewhat agree
 ◦ Neither agree nor disagree
 ◦ Somewhat disagree
 ◦ Strongly disagree

2. Which vocabularies would be most amenable to semi-automated suggestions for incorporation in 
your work? (Select all that apply)
 ◦ LCSH
 ◦ FAST
 ◦ MESH
 ◦ Other

3. If you could select a targeted language support for semi-automated subject suggestions, select 
those languages that would be most useful to your work. Select all that apply.
 ◦ MARC language tag list https://www.loc.gov/marc/languages/language_code.html

http://doi.org/10.5281/zenodo.7803233
https://doi.org/10.1016/S0306-4573(02)00021-3
https://dl.acm.org/doi/10.5555/1953048.2078195
https://jstor.org/stable/2025596
https://jstor.org/stable/2025596
https://www.loc.gov/marc/languages/language_code.html


LIBRARY RESOURCES & TECHNICAL SERVICES JULY 2024

Bifurcation of Semi-Automated Subject Indexing Services 19
Jim Hahn

4. Which genre/form areas would be most useful for semi-automated subject support?
 ◦ History
 ◦ Biography
 ◦ Periodicals
 ◦ Fiction
 ◦ Congresses
 ◦ Early works to 1800
 ◦ Criticism, interpretation, 

etc.
 ◦ Conference papers and 

proceedings
 ◦ Maps

 ◦ Sources
 ◦ Exhibitions
 ◦ Biographies
 ◦ Bibliographies
 ◦ Bibliography
 ◦ Catalogs
 ◦ Dictionaries
 ◦ Poetry
 ◦ Statistics
 ◦ Sound recordings
 ◦ Scores

 ◦ Early works
 ◦ Drama
 ◦ Pictorial works
 ◦ Electronic journals
 ◦ Academic theses
 ◦ Private bills
 ◦ Video recordings
 ◦ Internet videos
 ◦ Handbooks, manuals, etc.
 ◦ Others

5. If Annif could provide results based on a selected country of origin for a publication, please register 
which countries you would like to be able to select as a focus of semi-automated suggestions.
 ◦ List of countries in the world (pre-loaded from Qualtrics country library)

6. Would you recommend the Annif service to a friend or colleague?
 ◦ Yes
 ◦ No
 ◦ Maybe

7. What type of ongoing feedback would you be interested in participating in for shaping future Annif 
development?
 ◦ In-person workshop or discussion
 ◦ Virtual workshop or discussion
 ◦ Not interested
 ◦ Other


