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The purpose of this paper is to consider the best way of understanding the concept of informational pri-
vacy, including a discussion of what would be an appropriate theoretical framework and useful conceptual 
model; as well as how such a model can be used to investigate specific issues of library privacy.

Two methodologies were used for the research: a literature review, and a thematic analysis of three 
pieces of data protection legislation. The research project is still in its relatively early stages, and the inten-
tion is to use several other methodologies to test the initial findings.

Informational privacy is a derivative layer of other forms of privacy, and as such can only be properly 
understood in relation to each of the underlying privacy types. Where libraries rely for the delivery of 
their services on digital technologies provided by external vendors, they need to better understand whether 
and how those technologies impact upon each of the different types of privacy identified by (Koops et al. 
2017).

Using three pieces of data protection legislation to identify key themes does not give a complete pic-
ture of informational privacy; nor does it fully address the wider privacy implications. A detailed review 
of relevant case law on privacy from the European Court of Human Rights was not undertaken as part 
of this project. The choice of words and phrases appearing in data protection legislation and the subse-
quent grouping of them into broad themes is subjective.

The observation that all library privacy scenarios have an informational privacy component alongside 
one or more privacy types has significant implications for information professionals intending to protect the 
privacy of their users; because, if correct, it means that simply complying with data protection laws does 
not fully address the protection of the underlying privacy types.

P rotecting user privacy and confidentiality has long been an integral part of the mis-
sion of libraries. Caldwell-Stone (2012) defines library users’ information privacy 
as the right to read and inquire anything, without the fear of being judged or pun-

ished. It is relevant to both bricks and mortar and digital libraries. 
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Library privacy is important because of the “chilling 
effect” whereby users either know or suspect that they are 
being monitored and change their behavior accordingly. 
The “chilling effect” threatens the ability of library users 
to explore difficult, controversial, or potentially embar-
rassing topics without fear of being judged.

Gorman (2000) identifies privacy as one of eight 
enduring values of librarians and believes that this consists 
of ensuring the confidentiality of records of library use 
and overcoming technological invasions of library use.

“Although privacy is one of the core tenets of librarian-
ship, technology changes have made it increasingly diffi-
cult for libraries to ensure the privacy of their patrons in 
the twenty-first century library” (Newman and Tijerna 
2017, ix).

Is it possible for librarians to protect the privacy of 
their users, and if so, how? If, for example, a library user 
accesses an ebook from home, their personal data is pro-
cessed by the library; by the e-book vendor; by the 
e-reader software company; and possibly even by illegal 
entities. 

Libraries rely on commercial products from exter-
nal vendors to provide their services. Indeed Barron and 
Preater (2018, 87) say “Contemporary librarianship, as 
practitioners have constructed it, could not exist with-
out library systems.” Technologies used include integrated 
library systems, discovery services, commercial products 
offering electronic newspapers, magazines, and e-books. 
Libraries have contracts in place with vendors, but not 
necessarily with everyone in the supply chain. For exam-
ple, users may access e-book content through a third-par-
ty’s software (such as Adobe Digital Editions) with whom 
the library has no formal contract.

Examples of the privacy of library users being threat-
ened include:

• The British Library withstood a brute force attack on 
its systems over a four-day period in which the attacker 
attempted to obtain customer data. The attack was un-
successful and no data was lost (British Library 2016).

• Students were warned that some of their data may have 
been compromised after a breach at Trinity College 
Dublin’s library (McLysaght 2011).

• Keystroke logging devices were found on several com-
puters in Cheshire libraries (BBC News Online 2011).

• Borrower records of 20 Fingal library users had been 
edited to contain data of a highly inappropriate, sexual-
ly explicit nature (Halpin 2018).

“Libraries and librarians have embraced technologi-
cal changes in order to offer faster, more accurate, and 

easier-to-access materials and information to patrons. But 
with these technological advances came an increased abil-
ity to intrude on the intellectual privacy of library patrons 
by both libraries and the vendors they contract with for 
patron services” (Newman and Tijerna 2017, 1).

How Best Can We Understand 
Informational Privacy?

Westin (1967) defined informational privacy as “the claim 
of individuals, groups, or institutions to determine for 
themselves when, how and to what extent information 
about them is communicated to others.” Westin’s defini-
tion is well suited to the 1960’s era from which it comes, 
because individuals typically provided their own data to 
organisations. However, half a century later, a signifi-
cant proportion of data about identifiable individuals is 
gathered by other means: it is often observed, derived or 
inferred (Abrams 2016, 6-8).

Many scholars focus on informational privacy in terms 
of ownership and control. For example, Branscomb gener-
ated a list of information rights which includes the right to 
control the release of information and the right to with-
hold information about ourselves (Branscomb 1985, 81). 
Gorman (2000, 144) says that “our informational pri-
vacy is the right to control personal information and to 
hold our retrieval and use of recorded knowledge to our-
selves, without such use being monitored by others.” Flo-
ridi (2016), however, believes privacy should be anchored 
around human dignity rather than ownership and control. 
We would go further and say that one should ask whether 
the result of someone processing personal data results in 
a violation of the human dignity of one or more individ-
uals, thereby focussing on outcomes rather than inten-
tions. In a world characterised by big data and algorithms 
it is only possible to identify patterns such as discrimina-
tion on the grounds of race, sexual orientation, gender, or 
religious beliefs if one views things from the wider group 
perspective.

Data protection laws are focussed on protecting the 
personal information of identified or identifiable individ-
uals, and as such represent the procedural means through 
which the substantive right to informational privacy is 
enforced. But that raises the question as to whether data 
protection laws provide a satisfactory procedural means 
for comprehensively protecting an individual’s privacy. To 
learn how we can best understand informational privacy, 
we must consider informational privacy within its wider 
context.
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Data protection is not a direct equivalent for privacy 
(Wright and Raab 2014, 16). Several scholars have looked 
at the distinction between privacy and data protection. 
(Kokott and Sobotta 2013) consider the overlaps as well 
as the significant differences between the right to data 
protection and the right to privacy by looking at the two 
underlying systems of fundamental rights protection (the 
EU Charter of Fundamental Rights and the European 
Convention on Human Rights). The Charter clearly dis-
tinguishes between data protection and privacy: Article 
7 covers respect for private and family life whereas arti-
cle 8 covers protection of personal data. The European 
Convention on Human Rights and the General Data 
Protection Regulation (GDPR) do not contain similar 
distinctions.

Gellert and Gutwirth (2013, 529) examine the rights 
to privacy and data protection, and they apply the scope of 
these rights to three case studies: body-scanners, human 
enhancement technologies such as brain computer inter-
face and neuro-enhancement, and genome sequencing. 
They found that even when both rights apply to the same 
situation, they do not always result in precisely the same 
legal outcome in terms of the legality of the situation. 

The goal of data protection is not the protection of 
data but of the individuals to whom the data refer (Gut-
wirth et al. 2014, 222). Meanwhile the right to privacy as 
enshrined in the European Convention on Human Rights 
is a four-folded right covering private life, family life, 
home, and correspondence (Gutwirth et al. 2011).

Gellert and Gutwirth (2013) make a number of distinc-
tions between data protection and privacy:

• Data protection and privacy differ both formally and 
substantially, although there are overlaps.

• Data protection is broader because it applies automat-
ically each time personal data are processed whereas 
privacy is only triggered if there has been an interfer-
ence with one’s right to privacy.

• Data protection is narrower because it only deals with 
the processing of personal data, whereas privacy applies 
to the processing of personal and non-personal data 
where it affects one’s privacy.

• The proportionality tests for the right to privacy and 
the right to the protection of personal data may well 
diverge.

Privacy types
Following in the footsteps of Blok (2002), Koops et 
al. (2017) believe informational privacy can be seen 
as a derivative or added layer of, or perhaps precondi-
tion to, other forms of privacy. This leads them to treat 

informational privacy not as a privacy type but as an over-
lay related to each of the underlying privacy types. 

Many scholars have built on one another’s work to 
develop and refine lists of privacy types. According to 
Finn et al. (2013, 1), Clarke was “the first privacy scholar 
of whom we are aware to have categorised the types of 
privacy in a logical, structured, coherent way,” citing 
Clarke (1997). However, we would point to two earlier 
categorizations.

Westin (1967, 35-42) identified four functions of pri-
vacy: personal autonomy, emotional release, self-evalua-
tion, and limited and protected communication. Westin 
also expressed his ideas in terms of four states of privacy: 
solitude, intimacy, anonymity, and reserve.

Pedersen (1979) identified six types of privacy: 

1. Reserve, 
2. Isolation, 
3. Solitude, 
4. Intimacy with Family, 
5. Intimacy with Friends, and
6. Anonymity.

He also undertook a factor analysis of ratings within 
each privacy type to find types of privacy functions (147). 
The factors found were 

1. Contemplation,
2. Autonomy,
3. Rejuvenation, 
4. Confiding,
5. Creativity,
6. Disapproved consumptions,
7. Recovery,
8. Catharsis, and
9. Concealment.

Clarke (1997) defined four types of privacy, adding a 
fifth in 2013: 

1. privacy of the person (bodily privacy), 
2. privacy of personal data (which is one component of 

informational privacy), 
3. privacy of personal behaviour (restrict information 

about personal matters such as religious practices, sex-
ual practices, or political activities),

4. privacy of personal communication (restriction on 
monitoring telephone, e-mail and virtual communi-
cations, another component of informational privacy), 
and 
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5. privacy of personal experience (added in 2013, since 
many of our experiences in contemporary society are 
mediated through screens, which produce media that 
shape our experiences). 

Finn et al. (2013) expanded Clarke’s list of privacy 
types based on the impact of six new and emerging 
technologies: 

1. whole body imaging scanners, 
2. RFID-enabled travel documents, 
3. unmanned aerial vehicles, 
4. second-generation DNA sequencing technologies, 
5. human enhancement technologies, and 
6. second-generation biometrics.

Their expanded list consists of seven types of privacy:

1. privacy of the person, 
2. privacy of behaviour and action, 
3. privacy of personal communication, 
4. privacy of data and image (ensuring individuals’ data is 

not automatically available to other individuals and 
organisations and that people can exercise a substan-
tial degree of control over that data and its use)

5. privacy of thoughts and feelings (thought does not auto-
matically translate into behavior), 

6. privacy of location and space (the right to move about in 
public or semi-public space without being identified, 
tracked, or monitored), and 

7. privacy of association (including group privacy); it fosters 
freedom of speech, including political speech, free-
dom of worship and other forms of association.

Koops et al. (2017) developed a typology of eight pri-
vacy types, four being freedoms from (i.e., right to be let 
alone), four being freedoms to (self-develop). They also 
split privacy into four zones: solitude (personal), intimacy 

(intimate), secrecy (semi-private), inconspicuousness (pub-
lic zone). They believe every privacy scenario will, to a 
greater or lesser degree, have an informational element to 
it. Informational privacy is missing from the list of privacy 
types in figure 1 because Koops et al. use it as an overlay 
across all the other eight types. They do this because they 
want to minimise the risk of neglecting the other types of 
privacy. 

In “The Fourth revolution” Floridi (2014, 129) says 
that it is common to distinguish four types of privacy, and 
speaks of these all being “freedoms from” something:

1. Physical privacy (freedom from sensory interference 
or intrusion)

2. Mental privacy (freedom from psychological interfer-
ence or intrusion)

3. Decisional privacy (freedom from procedural interfer-
ence or intrusion)

4. Informational privacy (freedom from epistemic inter-
ference or intrusion achieved through a restriction on 
unknown or unknowable facts about an individual)

There will always be an ongoing need to refine and 
adapt any typology of privacy in view of societal and tech-
nological changes. Finn et al. (2013, 21) say “privacy is 
a fluid and dynamic concept that has developed along-
side technological and social changes.” Floridi (2014, 137) 
similarly acknowledges that the friction in the infosphere 
is importantly affected by technological innovations and 
social developments.

Vedder (2004) suggests a new category of privacy dis-
tinct from individual or collective privacy called categorical 
privacy. This is a reaction to the ease with which individ-
uals can become associated with new groups as new tech-
nologies like data mining emerge. Sigmund (2017) points 
out that categorical privacy removes just one problem of 
the privacy concept, but that many others remain. 

Personal zone 
“solitude”

Intimate zone 
“intimacy”

Semi-private zone 
“secrecy”

Public zone “incon-
spicuousness”

(Emphasis on) free-
dom from “being let 
alone”

Bodily privacy Spatial privacy Communicational 
privacy

Proprietary privacy

(Emphasis on) 
freedom to 
“self-development”

Intellectual privacy Decisional privacy Associational privacy Behavioral privacy

Figure 1. Typology of privacy by Koops et al 2017
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The above review of privacy types reflects the complex 
nature of privacy as a concept and helps make the case for 
a holistic approach to privacy, even if that is fiendishly 
difficult. 

What is an Appropriate Theoretical 
Framework for Informational Privacy?

Over 50 privacy theories were reviewed. Noteworthy the-
ories include:

• Neil Richards’ theory of intellectual privacy is highly 
relevant to the work of information professionals, com-
prising freedom of thought, the “right to read,” and the 
right to communicate in confidence (Richards 2015). 

• Sandra Petronio’s communications privacy manage-
ment theory is a highly developed rule-based theory 
based around the idea of negotiated boundaries be-
tween the personal data that people choose to conceal 
and that which they are prepared to share with particu-
lar confidants (Petronio and Altman 2002)

• Helen Nissenbaum argues that privacy is best un-
derstood through a notion of “contextual integrity,” 
where it is not the sharing of information that is the 
problem, but the sharing of information outside of 
socially agreed contextual boundaries. She proposes her 
“Framework of contextual integrity” (FCI) for analysis 
of potentially privacy-invading services and practices 
(Nissenbaum 2010) consisting of five key components 
(contexts, informational norms, actors, attributes, and 
transmission principles)

• Floridi’s privacy theory forms part of his philosophy of 
information, and includes the concept of ontological 
frictions (Floridi 2006a). His theory is information- or 
data-centric. 

Floridi (2008, 199) sees his theory as providing a min-
imalist, common framework that can support dialogue. 
He identifies four privacy types, of which informational 
privacy is the most important one; presenting them all as 
“freedoms from.” Of all the privacy theories reviewed, we 
believe Floridi provides the best overall theoretical frame-
work, but with some reservations. Firstly, to acknowl-
edge the importance of the full range of privacy types we 
believe Floridi’s privacy theory should be combined with 
the typology of privacy produced by Koops et al. (2017), 
who recognise eight privacy types with informational 
privacy as an overlay across all of them. They also split 
these privacy types into four “freedoms from” and four 
“freedoms to,” thereby acknowledging the importance of 

privacy in giving people the freedom to develop. Many 
aspects of privacy are not fully fleshed out in Floridi’s 
minimalist theoretical framework; but precisely because 
of this the theory is flexible enough to cope with contin-
ually changing technological and social developments that 
directly impact upon privacy norms.

Tavani (2008) criticises Floridi’s privacy theory on 
two grounds, the first of which supports our contention 
that Floridi’s theory needs to be combined with one that 
acknowledges the range of privacy types over and above 
informational privacy. He says that an adequate privacy 
theory should be able to differentiate informational pri-
vacy from other kinds of privacy, including psychological 
privacy; and distinguish between descriptive and norma-
tive aspects of informational privacy in a way that dif-
ferentiates a (mere) loss of privacy from a violation of 
privacy. 

Floridi’s privacy theory appeals for a number of reasons:

• He anchors privacy around human dignity, not owner-
ship or control.

• His theory of ontological friction is a useful way of 
conceptualizing key issues in informational privacy: 
flows, movements, and data transfers; processing and use 
of data; safeguards, etc.

• He considers informational privacy to be the most 
important type of privacy. 

• He treats whole groups as individuals. This modifica-
tion of the level of abstraction acknowledges that some 
groups are holders of rights (Floridi 2017a, 83). Big 
data is more likely to treat types (of customers, users, 
citizens, demographic population, etc.) rather than 
tokens (you, Alice, me . . .), and hence groups rather 
than individuals. The debate between tokens and types 
is one between nominalism and realism (Floridi 2017a, 
85).

• He recognises the revolutionary impact of digital 
technologies : “ICT’s are more redrawing rather than 
erasing the boundaries of informational privacy” (Flo-
ridi 2013b, 230).

• It is the theory best suited to current and emerging 
challenges posed by developments such as big data, 
artificial intelligence, algorithms, and machine learning.

• He recognises the importance of data ethics, a new 
branch of ethics which shifts the level of abstraction 
of ethical enquiries from being information-centric to 
being data-centric (Floridi and Taddeo 2016, 1).
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What Is a Useful Conceptual Model for 
Informational Privacy?

During the research, three conceptual models have been 
developed. One maps the informational privacy landscape 
and includes a component covering ontological frictions 
(figure 5). A second model identifies ten types of onto-
logical friction (figure 8). A third conceptual model was 
developed to address the privacy impacts of library tech-
nologies (figure 9).

A literature review was undertaken to understand the 
nature of informational privacy. This was used to help 
map out the informational privacy landscape in spread-
sheet form, and this was further developed into a concep-
tual model (see figures 2 and 3). A number of key con-
cepts were identified, and more detail was provided for 
each of the concepts that had been identified, although 
there isn’t the space to include the more granular informa-
tion in this article.

A key component of the model are entities. Infor-
mational privacy relates to the personal information of 
identifiable individuals, but the concept of entities was 
used more widely. For example, it includes library ven-
dors processing personal data. Those companies fall under 
“groups.”

Koops et al. (2017, 569) believe that “informational pri-
vacy combines both negative freedom (excluding access to 
information) and positive freedom (informational self-de-
termination).” We believe it is important to acknowledge 
the positive aspects of privacy—the ways in which privacy 
provides space within which people have the freedom to 
develop, to become the people that they want to be rather 
than concentrating exclusively on the negative aspects of 
privacy. Writing in Roessler and Mokrosinska (2015, 79), 
Solove says that part of what makes a society a good place 
in which to live is the extent to which it allows people 
freedom from the intrusiveness of others. A society with-
out privacy protection would be suffocating, and it might 
not be a place in which most of us would want to live. 
When protecting individual rights, we as a society decide 
to hold back in order to receive the benefits of creating the 
kinds of free zones for individuals to flourish.

Thematic Analysis
To further develop the conceptual model (figure 3) map-
ping out the informational privacy landscape, a thematic 
analysis was undertaken. Three pieces of data protection 
legislation were identified:

• the 1981 Council of Europe Convention for the 

Spreadsheet Conceptual model

Entity type
Stakeholders
Legal status
Organisational attitude to privacy

Entities (individuals, groups, society)

Content (Personally identifiable information, sensitive 
personal data, demographically identifiable information)

Types of data

Ownership, access and control
Public/private

Ownership, access and control

Ontological frictions
Information behaviour
Digital literacy

Ontological frictions

Purpose of processing
Uses

Processing & use

Risks and harms
Intent/outcome

Risks & harms

Remedies Remedies

Rights of data subjects
Duties of data controllers

Values, rights and freedoms

Figure 2. Development of the conceptual model mapping the information privacy landscape
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protection of individuals 
with regard to automatic 
processing of personal data 
(Council of Europe 1981)

• the 1995 Data Protection 
Directive (EU Directive 
95/46/EC 1995) and 

• the 2016 General Data 
Protection Regulation 
(European Union 2016)

The Convention was cho-
sen because it is the first bind-
ing international instrument to 
set standards for the protection 
of individuals’ personal data; 
while the two pieces of EU 
legislation were chosen because 
“the EU’s data protection laws 
have long been regarded as 
a gold standard all over the 
world” (European Data Pro-
tection Supervisor 2017).

The approach outlined by 
Braun and Clarke (2006, 79) 
was used to undertake the the-
matic analysis. They say that 
thematic analysis is a method 
for identifying, analysing, and 
reporting patterns (themes) 
within data. They break down 
the process of undertaking such 
an analysis into six distinct phases:

1. Familiarizing yourself with the data
2. Generating initial codes
3. Searching for themes
4. Reviewing themes
5. Defining and naming themes
6. Producing the report

Coding the three pieces of data protection legislation 
identified 369 words or phrases. It was only practicable 
to allocate primary codes to each of them, whereas some 
could have slotted into multiple headings. The 369 words 
and phrases were categorized into 15 broad themes, which 
were eventually grouped into three categories.

Entities
1. Natural persons 
2. Groups
3. Society 
4. Data protection role/function

Flows
1. Borders and frontiers
2. Flows, movements, and transfers
3. Enablers of data flow
4. Obstacles to data flow

Other Themes
1. Power and control
2. Safeguards
3. Values, rights, and freedoms
4. Access

Figure 3. Original version of the conceptual model 

Across how many of 
the legislative texts? Entities Flow

Other 
topics Totals

1 66 39 64 169

2 54 23 62 139

3 30 4 27 61

TOTAL 150 (41%) 66 (18%) 153 (41%) 369

Figure 4. Breakdown of terms identified by broad category, and by how many of the 
texts they appear in
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5. Technology
6. National/international
7. Processing of data

Of the 369 words and 
phrases identified, 61 of 
them appear in all three 
pieces of legislation. 

As a result of the find-
ings of the thematic anal-
ysis, the model mapping 
the information privacy 
landscape was expanded to 
cover three new areas:

• Safeguards
• National/international 

perspective and terri-
torial scope

• Data flows

The “Entities” were 
expanded to cover data 
protection roles and func-
tions; while “groups and 
institutions” were split into 
six sub-categories: com-
panies and institutions, 
groups of individuals, spe-
cific categories (such as 
“health professional” or “interpreters”), states and par-
ties (such as “European Parliament,” “Non-contracting 
states”), legal status, and other groups.

We received feedback on the model suggesting that 
safeguards could form part of the remedies component. 
However our model envisages remedies as covering judi-
cial remedies to address failures to protect personal data 
which have already taken place such as compensation, 
damages, costs, or complaints procedures whereas the safe-
guards component covers built in protections to prevent 
those failures from occurring. They can be clustered into:

• References to protect(ions): “Safeguard,” “Protect,” 
“Protection of legal persons,” “High level of protection”

• Emphasizing compliance: “legal requirement,” “com-
ply,” “authorized”

• Qualifiers: “shall apply,” “shall take,” “shall provide”
• Specific requirements: “informed,” “relevant,” “fairly,” 

“transparency,” “explicit consent”

Another piece of feedback suggested merging data gath-
ering and data flow into a single component. The ratio-
nale for the data gathering heading was to cover the legal 
acquisition of data. It covers the question of whether con-
sent is one time, unambiguous, or implied; and whether 
the data subject was fully aware, partially aware or totally 
unaware that the data was being gathered. Rather than 
merging “data gathering” with “data flows,” we opted 
to incorporate data gathering into the “safeguards” 
component.

The “values, rights and freedoms” component incorpo-
rates concepts of democracy, freedoms, human rights, lib-
erty, peace, and respect as well as rights such as the right 
to rectification and erasure; the right not to be subject to 
automated decision-making; the right to object to pro-
cessing; the right to information; the right of access; the 
right to restrict processing; and the right to data portabil-
ity. This component intersects, to some extent, with other 
components. For example, it incorporates the right to rem-
edy, whereas the “Remedies” component covers the range 

Figure 5. Updated conceptual model following the thematic analysis
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of available remedies. The National/international/terri-
torial scope component covers issues of jurisdiction but 
also covers other aspects such as international cooperation 
between supervisory authorities. One piece of feedback 
noted how territorial scope can be viewed in terms of the 
right for your personal data not to be transferred to territo-
ries that do not offer the same protections as the European 
Economic Area.

To test the validity of our model mapping the informa-
tion privacy landscape, we cross-checked it with an info-
graphic setting out the key elements of the GDPR (Solove 
2017). Solove is a law professor with an international rep-
utation for his academic work on privacy. Our model is 
not exclusively focussed on the GDPR, but it is neverthe-
less useful to compare the two models. Both models have 
eleven elements, although in a few cases several of Solove’s 
components fit within one of our headings. Two of our 
elements have no direct equivalents in Solove’s info-
graphic, namely ontological frictions and risks and harms.

How Can a Conceptual Model be Used 
to Investigate Specific Issues of Library 
Privacy?
For each privacy scenario, there will be several key 
elements:

“Entities” covers library staff as well as individual 
library users or citizens. Information professionals advise 
companies and institutions on compliance and account-
ability as well as playing a crucial role in protecting the 
privacy of their users. That role includes providing educa-
tion and advice on privacy-related issues.

Within “groups” will be companies and institutions. 
This will include the library’s host organisation as well 
as the vendor companies supplying products and services 
to libraries, who rely on external companies to deliver 
the range of library and information services that they 
provide.

Our model mapping the information privacy 
landscape Daniel Solove’s infographic on the GDPR

National / international / territorial scope Territorial scope

Entities (individuals, groups, institutions, society, data 
protection roles & functions)

The players

Types of data Personal data
Sensitive personal data

Processing and use Lawful processing

Safeguards Responsibilities of data controllers and processors

Ownership, access and control Consent

Values, rights and freedoms Rights of data subjects

Remedies Enforcement
Data breach notification

Data flows International data transfer

The following do not appear in Solove’s infographic Why I included them

Ontological frictions Phrase used by Floridi (2005) for the forces that oppose 
the information flow within (a region of ) the infosphere, 
and hence (as a coefficient) to the amount of work and 
efforts required for a certain kind of agent to obtain, filter 
and/or block information (also, but not only) about other 
agents in a given environment

Risks and harms Article 29 Data Protection,Working Party 2017, Cen-
tre for Information Policy Leadership 2016; Richards and 
Hartzog 2015

Figure 6. comparison of Solove’s GDPR infographic with our map of the information privacy landscape
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The state in the form of government, the 
security services, and so on can be seen as an 
institution through which society makes and 
enforces its public policies. 

All library privacy scenarios will have an 
informational privacy component. Koops et al. 
(2017) believe that this can be seen as a derivative 
or added layer of, or perhaps a precondition to, 
other forms of privacy; and it is therefore import-
ant to be able to acknowledge the other privacy 
types that are involved in any given library-re-
lated privacy situation.

Ontological Frictions as a Means of 
Controlling the Flow of Personal Data
Floridi (2006a) uses the term “ontological fric-
tion” to refer to the forces that oppose the flow of 
information within a region of the informational 
environment, the “infosphere” as Floridi calls it. 
It is a useful way of conceptualizing key issues in informa-
tional privacy: flows, movements, and data transfers.

Given some amount of personal information available 
in a region of the infosphere, any increase or decrease in 
the level of informational friction will affect privacy: the 
lower the level of informational friction, the higher the 
accessibility to personal information about the agents will 
be and vice versa. 

There is a limited amount of literature about ontologi-
cal friction:

• Floridi (2006a) provides an outline of the ontological 
interpretation of informational privacy based on infor-
mation ethics. This interpretation stresses that informa-
tional privacy is also a matter of construction of one’s 
own informational identity. 

• Floridi’s ontological theory of informational privacy 
uses concepts such as ontological friction to inter-
pret informational privacy. Barn et al. (2015) re-cast 
the theory in terms of modelling constructs and then 
applies the theory in the form of a Bayesian network 
of beliefs in the context of a research project aimed 
at developing a socio-technical system delivered as a 
mobile app in the UK youth justice system. They use a 
modelling language to provide a representation suitable 
for consumption by software engineers so that it can 
be used as a way of evaluating information privacy 
concerns in the design process. 

• Bates (2018) further develops Paul Edwards’ concept 
of “data friction” by examining the socio-material 
forces shaping data movements in the cases of research 

data and online communications data. He articulate 
a politics of data friction, identifying the interrelated 
infrastructural, socio-cultural and regulatory dynamics 
of data friction, and how these contribute to the con-
stitution of social relations. Casanovas (2014) considers 
ontological friction in the context of Floridi’s informa-
tion ethics.

• Hildebrandt (2011) discusses the “inference problem” 
whereby the emerging infosphere seems capable of 
anticipating our behaviours before we become aware 
of them. She believes such inferences could dissolve the 
“ontological friction” that safeguards our privacy. The 
notion of ontological friction is pivotal for an adequate 
understanding of privacy because it does not start from 
individual users that control “their” information, but 
from an infosphere that has as an affordance a measure 
of opacity of individual citizens.

• McGeveran (2013) discusses frictionless sharing which 
discloses an individuals’ activities automatically rather 
than waiting for them to authorize a particular disclo-
sure. He does not think a law of friction would address 
every situation, and he asks whether such a law should 
be enforced by government or a voluntary design 
guideline. His article does not cite Floridi.

•	 Pagallo (2010) stresses the impact of digital technologies on 
ontological friction. He believes that the ontological degree of 
friction set by P2P systems creates risks and threats for national 
security, copyright interests, as well as privacy (protection of the 
personal sphere from unwanted scrutiny). 

• Taddeo and Vaccaro (2011) examine a criterion for the 
ethical assessment of P2P network implementations. 
They note that the absence of informational friction 

Entities Privacy Types Ontological Frictions

Individuals Bodily privacy Technological

Groups Spatial privacy Social

Society Communicational privacy Regulatory

 Proprietary privacy Sensory

 Intellectual privacy Spatial

 Decisional privacy Information behaviour

 Associational privacy Temporal

 Behavioural privacy Training & awareness

 Informational privacy Obscurity

  Contextual

Figure 7. Key elements for privacy scenarios: entities, privacy types, 
& ontological frictions
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does not depend on the type of information transmit-
ted but solely on the way in which the information is 
produced, transmitted, and stored.

Other articles include Floridi (2013b; 2017b; 2014), 
Gutwirth et al. (2014), Martin (2011), Primiero (2016), 
Primiero et al. (2017), and Strikwerda (2010). These items 
were scanned for any mentions of potential friction types. 
In addition, material from the much broader literature 
review was trawled for factors which could be consid-
ered to represent ontological frictions, even if the sources 
used made no mention of either the phrase “informational 
frictions” or “ontological frictions.” Ten types of friction 
were found, and these were developed into a conceptual 
model.

Floridi does not give us a systematic list of friction 
types. In “The Fourth Revolution” (2014), however, he 
does provide a few examples of what might affect the 
informational gap (which he describes as a function of the 
degree of accessibility of personal data where the larger 
the gap, the lower the degree of accessibility to personal 
data). Using the examples given by Floridi, one can iden-
tify the following seven friction types:

1. Sensory: if the students have excellent hearing, (104); 
if the students have perfect sight, p. 104.

2. Spatial: whether the students have their own rooms 
(103).

3. Temporal: Floridi refers to a science fiction scenario 
regarding time, and to a device called a chronoscope, 
p. 104. Floridi says that because of their “data super-
conductivity,” ICTs are well-known for being among 
the most influential factors that affect the ontological 
friction in the infosphere (2006b, 110).

4. Technological: Floridi says that ICT’s “unquestionably 
and influentially affect informational friction” (105).

5. Regulatory: “solutions to the problem of protecting 
informational privacy can be not only self-regulatory 
and legislative but also technological” (139).

6. Contextual (Floridi discusses several contextual issues, 
e.g., social contexts (132), and public contexts (141), 
but the primary reason for identifying contextual 
frictions as one of the friction types is Nissenbaum’s 
framework of contextual integrity (Nissenbaum 
2010).

7. Social (Floridi acknowledges that many factors can 
affect the ontological friction in the infosphere 
“including, most importantly, technological inno-
vations and social developments” (2014, 137). 
These are not mutually exclusive, because the social 

environment is itself increasingly dependent on tech-
nology. Floridi gives massive inurbation as an example 
of social frictions: the abandonment of rural areas in 
favour of a metropolis (2013b, 235). 

In addition to the frictions inspired by Floridi’s writ-
ings, a further three friction types were identified from 
other academics and their writings on privacy:

1. Obscurity encompasses online obscurity, practical 
obscurity, and obfuscation. Hartzog and Selinger 
(2013) explores obscurity, the idea that when infor-
mation is hard to obtain or understand it is sometimes 
safe. Obscurity does not mean inaccessible, rather the 
deterrent is the need for greater effort to get to the 
data. Selinger and Hartzog (2014) provide examples 
of why the lack of obscurity can be problematic, how 
privacy norms can change quickly, and how changes 
to social norms can quickly change the privacy land-
scape thereby giving rise to new breaches of etiquette, 
new privacy interests, and new privacy harms. In 
view of the way in which computers never forget, 
Bishop et al. (2013) consider a number of technical 
approaches to forgetting without deleting. However, 
these techniques make uncovering the truth harder 
and more expensive as well as presupposing that indi-
viduals have access to the appropriate economic, 
political, and technological resources. 

2. Information behaviour is a type of friction because peo-
ple make a calculated risk assessment as to whether to 
share information. Dinev and Hart (2006) attempt to 
better understand the delicate balance between pri-
vacy risk beliefs and confidence and enticement beliefs 
that influence the intention to provide personal infor-
mation necessary to conduct transactions. They have 
produced a privacy calculus model to better under-
stand how individuals develop privacy concerns and 
what consequences these perceptions have in influ-
encing interactions with other individuals, groups, 
agencies, and vendors. Peoples’ behavior changes 
when they know or when they think that they are 
being watched—the chilling effect. Penney (2016) 
undertook an empirical legal study which identified a 
correlation between online government surveillance 
and a reduction in traffic to privacy-sensitive Wiki-
pedia articles. PEN America examined how NSA 
surveillance drives American authors to self-censor, 
making the point that “we will never know what 
books or articles may have been written that would 
have shaped the world’s thinking on a particular topic 
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if they are not written because potential authors are 
afraid that their work would invite retribution” (PEN 
America 2013, 7).

3. Training & awareness: the difference that digital liter-
acy training for library users (including safe online 
practices) can make, as well as privacy training for 
librarians. Noh (2014) considers the impact of pri-
vacy training on library staff—such as a change in 
attitude regarding data retention periods, and how 
the demand for user privacy education increased sig-
nificantly after the librarian training course had been 
completed. 

Conclusions
The original research question was “How best can we 
understand informational privacy.” It is clear from the 
work of Koops et al. (2017) that informational privacy 
is not a privacy type in itself but a derivative layer of 
other forms of privacy. The corollary of this is that to 

understand informational privacy one needs to see it in the 
context of the underlying privacy types to which it relates. 
Koops et al. (2017) identified eight types: bodily privacy, 
spatial privacy, communicational privacy, proprietary pri-
vacy, intellectual privacy, decisional privacy, associational 
privacy, or behavioral privacy.

To apply a conceptual model on privacy to a library 
context, there are three key components that must be con-
sidered (figure 7): the entities involved, the types of pri-
vacy that are affected, and how the flow of data can be 
controlled (what Floridi refers to as ontological frictions). 
We identified ten friction types, seven of which were 
inspired by Floridi’s writings: sensory, spatial, temporal, 
technological, social, regulatory, and contextual; and a 
further three were inspired by the writings of other pri-
vacy scholars: obscurity, information behaviour, and train-
ing and awareness.

The model in figure 9 consists of seven components. 
The data types, stakeholders/entities, and ontological 

Figure 8. Ontological frictions

Figure 9. Privacy impacts of library technology
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frictions components build on earlier work from the first 
conceptual model. The privacy types component brings in 
the work of (Koops et al. 2017) to acknowledge that each 
library privacy scenario will affect informational privacy 
to one degree or another as well as affecting the underly-
ing privacy types to which it relates. 

Whilst it is possible to produce provisional lists of tech-
nology types, privacy impacts, and privacy solutions, 
their final composition will depend on the results of the 
planned Delphi study, questionnaires, and interviews.
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